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German summary

Das Standardmodell der Elementarteilchenphysik beschreibt die elektromagnetische,
die schwache und die starke Wechselwirkung und beinhaltet somit drei der vier funda-
mentalen Wechselwirkungen. Es wurde in der zweiten Hälfte des ͼͺ. Jahrhunderts ent-
wickelt und kann aufgrund einer Vielzahl experimenteller Nachweise als eine gültige
Beschreibung der Natur bis Energieskalen im Bereich von TeV angesehen werden. Hier
ist insbesondere die Entdeckung des Higgs-Bosons zu erwähnen, welches im Jahr ͼͺͻͼ
experimentell nachgewiesen wurde und bereits in ͻ΃΀ͺer Jahren durch das Standard-
modell vorhergesagt wurde.

Der Erfolg des Standardmodells trotz der fehlenden vierten fundamentalen Wechsel-
wirkung, der Gravitation, mag zunächst verwunderlich erscheinen, kann aber dadurch
erklärt werden, dass die relative Stärke der fehlenden Gravitationskraft um ein Vielfaches
(≈ 10−26) kleiner ist als die der schwachen Wechselwirkung. Nichtsdestotrotz gibt es
einige Phänomene, die sich nicht im Rahmen des Standardmodells beschreiben lassen,
wie z. B. die Existenz von dunkler Materie und Energie, nicht-verschwindende Neutrino-
massen oder die Baryonenasymmetrie, worunter man die Dominanz von Materie gegen-
über Antimaterie im Universum versteht. Auf dem Weg zu einer sogenannten großen
vereinheitlichten Theorie sind also noch viele Probleme zu lösen. Speziell mit Hinblick
auf die starke Wechselwirkung, welche im Standardmodell durch die Quantenchromo-
dynamik (QCD) beschrieben wird, gibt es noch immer viele Aspekte, deren theoretische
Beschreibung unzureichend erscheint oder erst gar nicht existiert.

Experimentelle Beiträge hinsichtlich eines fundierteren Verständnisses der QCD stam-
men unter anderem auch von (ultra-)relativistischen Schwerionenkollisionen. Diese wur-
den größtenteils am Large Hadron Collider (LHC), der sich unter der französisch-schwei-
zerischen Grenze nahe Genf befindet, und am Relativistic Heavy Ion Collider (RHIC),
welcher zum Brookhavens National Laboratory in Upton im US-Bundesstaat New York
gehört, durchgeführt. Der geplante Ausbau des GSI Helmholtzzentrums für Schwer-
ionenforschung zu einem internationalen Beschleunigerzentrum für die Forschung mit
Ionen- und Antiprotonenstrahlen (FAIR, von Facility for Antiproton and Ion Research)
ist aktuell im Gange und soll in Zukunft weitere Erkenntnisse von experimenteller Seite
liefern.

Aus theoretischer Sicht handelt es sich bei der QCD um eine nicht-abelsche Quanten-
feldtheorie mit SU(Nc = 3)-Eichsymmetrie. Nc gibt dabei die Anzahl der verschiede-
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German summary

nen Farbladungen an, welche für das Wort “Chromo‘‘ in der Namensgebung der Theo-
rie verantwortlich sind. Die QCD beschreibt die Wechselwirkung zwischen Quarks und
Gluonen, welche die kleinsten und somit fundamentalen Bausteine von Hadronen sind.
Letztere sind von der starken Wechselwirkung zusammengehaltene Teilchen und lassen
sich wiederum anhand ihres Spins in zwei Gruppen unterteilen: inMesonen, welche aus
einemQuark und einem Antiquark bestehen und damit bosonisch sind, also einen ganz-
zahligen Spin besitzen, und in Baryonen, welche entweder aus drei Quarks oder aus drei
Antiquarks aufgebaut sind und somit Fermionen, also Teilchen mit halbzahligem Spin,
sind. Bekannte Beispiele für Hadronen sind das π- und K-Meson und auf baryonischer
Seite das Proton und Neutron.
Die QCD zeichnet sich vor allem durch zwei Besonderheiten aus: einerseits durch

das Confinement und andererseits durch die asymptotische Freiheit. Dabei bezeichnet
Confinement das Phänomen, dass Quarks und Gluonen unter normalen Bedingungen
aufgrund ihrer Farbladung nicht isoliert vorkommen, sondern lediglich in gebundenen
hadronischen Zuständen. Die asymptotische Freiheit beschreibt den Effekt, dass die
Stärke der starken Wechselwirkung bzw. die Kopplungsstärke der Quarks mit steigen-
den Energien abnimmt. Letztere Eigenschaft ermöglicht es insbesondere, den hoch-
energetischen Bereich der QCD mithilfe von Störungstheorien zu beschreiben. Auf der
anderen Seite bedeutet das aber auch, dass eine nicht-perturbative Formulierung der
niederenergetischen Region erforderlich ist, was prinzipiell ein Lösen von unendlich-
dimensionalen Pfadintegralen beinhaltet.
Eine Reihe verschiedener Techniken wurde diesbezüglich entwickelt. Neben etlichen

effektiven Theorien, die sehr gute Ergebnisse in den entsprechenden Grenzbereichen lie-
fern, ist die Beschreibung der QCD imRahmen derGittereichtheorie (Gitter-QCD) die am
meisten etablierte. Sie kommt insbesondere ohne zusätzliche Annahmen aus und kann
somit – theoretisch – Ergebnisse mit beliebiger Genauigkeit liefern. In der Praxis ist dies
natürlich nicht der Fall, da die Rechenkapazitäten beschränkt sind. Daraus können so-
genannte Gitter-Artefakte resultieren, deren unphysikalischer Einfluss auf die jeweiligen
Berechnungen berücksichtigt und untersucht werden muss.
Die Grundidee der Gitter-QCDbesteht darin, die Raumzeit zu diskretisieren und somit

die Anzahl der auszuwertenden Pfadintegrale auf eine endliche Anzahl zu reduzieren.
Das allein reicht jedoch im Allgemeinen noch nicht aus, da immer noch zu viele Pfade
ausgewertet werden müssen. Die gängigste Behandlung dieses Problems beinhaltet eine
sogenannteWick-Rotation von der gewöhnlichen Minkowski-Raumzeit zur euklidischen
Raumzeit. Dies ermöglicht ein Auswerten der hochdimensionalen Pfadintegrale mithilfe
des Importance Samplings, einer Stichprobenentnahme nach Wichtigkeit. Kombiniert
mit sogenanntenMonte-Carlo-Methoden, also stochastischen Simulationen, können Lö-
sungen dann näherungsweise bestimmt werden.
Der Übergang zur euklidischen Raumzeit hat jedoch auch einen großen Nachteil: Die

komplexwertige euklidische Zeit ist offensichtlich nicht mehr mit der physikalischen
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Zeit zu identifizieren, wodurch nur noch statische Observablen zugänglich sind. Das
lässt zwar immer noch viele interessante Studien zu, ist aber für unsere Zwecke eine
vernichtende Einschränkung, da wir gerade die Zeitentwicklung des unmittelbar nach
einer Schwerionenkollision entstandenen Mediums untersuchen wollen. Wir sehen da-
her von der Wick-Rotation und dem damit verbundenen Übergang zur euklidischen
Raumzeit ab und verfolgen einen anderen Ansatz, den sogenannten Hamilton-Ansatz
nach Kogut und Susskind. Dabei konstruieren wir die Hamilton-Dichte im Rahmen der
Yang-Mills-Theorie und lösen die zugehörigen klassischen Bewegungsgleichungen mit
den uns vertrauten Methoden der Gitter-QCD. Das beinhaltet die sogenannte klassische
Approximation der Quantentheorie, welche einen zentralen Bestandteil dieser Arbeit
bildet.

Das Zusammenspiel aus Gitter-QCD und der klassischen Approximation liefert eine
vielversprechende Umgebung, um das frühe Stadium von Schwerionenkollisionen zu
studieren. Einerseits ist die klassische Formulierung nicht nur imGleichgewicht, sondern
auch im Nicht-Gleichgewicht gültig, und andererseits steigt die Verlässlichkeit der klas-
sischen Näherung, wenn die Besetzungszahlen der einzelnen Moden hoch sind – wovon
bei Schwerionenkollisionen ausgegangen wird. Darüber hinaus leiden Gitterrechnungen
unter einem UV-Cutoff, welcher proportional zum inversen Gitterabstand a ist. Gerade
das ist hier jedoch von Vorteil, da die klassische Näherung einen UV-Regulator benötigt,
was daran liegt, dass sich nur der Infrarotbereich einer Quantentheorie klassisch ver-
hält, nicht aber der Ultraviolettbereich, welcher von Quanteneffekten dominiert ist. Der
sogenannte naive Kontinuumslimes, bei demder Gitterabstand gegenNull geschickt wird,
a → 0, ist jetzt jedoch problematisch, denn je kleiner a wird, desto mehr UV-Moden
werden bevölkert. Dieses scheinbare Dilemma kann jedoch mithilfe eines zusätzlichen
UV-Cutoffs umgangen werden, birgt aber den Nachteil eines neuen und unbestimmten
Modellparameters. Ausführliche Untersuchungen hinsichtlich dieses zusätzlichen UV-
Cutoffs sowie eine Methode, um seine vermeintliche Unbestimmtheit einzuschränken,
werden in dieser Arbeit präsentiert.

Die benötigten Anfangsbedingungen, in unserem Fall die Anfangskonfigurationen der
Gitter-Eichfelder und der chromo-elektrischen Felder, basieren auf der effektiven Theorie
des Farb-Glas-Kondensats (CGC, aus dem Englischen: “Color Glass Condensate‘‘). Diese
liefert Informationen über die Feldkonfigurationen unmittelbar nach der Kollision zweier
ultra-relativistischer Atomkerne mit großer Massenzahl und eignet sich somit hervorra-
gend für die Beschreibung von Schwerionenkollisionen. Im Speziellen wenden wir das
sogenannte McLerran-Venugopalan-Modell (MV-Modell) an, das eine klassische Appro-
ximation in niedrigster Ordnung, also auf tree-level-Ebene, darstellt. Dabei werden nur
die rein gluonischen Felder berücksichtigt, was damit erklärt wird, dass – wie eingangs
erwähnt – bei Schwerionenkollisionen von sehr stark bevölkerten Feldern ausgegangen
wird und somit der Beitrag der fermionischen Felder, deren Besetzungszahlen aufgrund
des Pauli-Prinzips beschränkt sind, vernachlässigt werden kann. Auch wenn diese An-
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nahme plausibel erscheint, wollen wir in dieser Arbeit einen numerischen Beleg dafür
bringen und erweitern daher das ursprüngliche MV-Modell durch eine Kopplung an den
fermionischen Sektor. Wir verwenden dabei sogenannte stochastische Fermionen, die
einen verhältnismäßig niedrigen Rechenaufwand benötigen, welcher jedoch immer noch
immens im Vergleich zum gluonischen Anteil ist. Da sich Fermionen nicht klassisch
beschreiben lassen, das verwendeteMV-Modell jedoch im Rahmen der klassischen Yang-
Mills-Theorie formuliert ist, spricht man hier von einem semi-klassischen Ansatz oder
einer semi-klassischen Approximation.

Eines der Hauptziele dieser Arbeit liegt darin, den Isotropisierungsprozess, der bislang
noch viele Fragen aufwirft, aber unter anderem Voraussetzung für das Anwenden von
hydrodynamischen Modellen ist, zu studieren. Wir legen dabei einen besonderen Fokus
auf die systematische Untersuchung der verschiedenen Parameter, die durch die CGC-
Anfangsbedingungen in unsere Beschreibung einfließen, und deren Auswirkungen auf
etwa die Gesamtenergiedichte des Systems oder die zugehörigen Isotropisierungszeiten.
Währenddessen überprüfen wir zusätzlich den Einfluss der angesprochenen unphysika-
lischen Gitter-Artefakte und präsentieren eine eichinvariante Methode zur Analyse der
Güte unserer klassischen Näherung. Die Zeitentwicklung des Systems betrachten wir
dabei sowohl in einer statischen Box als auch in einem expandierenden Medium, wobei
Letzteres durch sogenannte comoving Koordinaten beschrieben wird. Zudem liefern
wir einen Vergleich von der realistischen SU(3)-Eichgruppe und der rechentechnisch
ökonomischeren SU(2)-Eichgruppe.

Mit unseren numerischen Ergebnissen zeigen wir, dass das System hochempfindlich
auf die verschiedenen Modellparameter reagiert, was das Treffen quantitativer Aussagen
in dieser Formulierung deutlich erschwert, insbesondere da einige dieser Parameter rein
technischer Natur sind und somit keine zugehörigen physikalisch motivierten Größen
vorhanden sind, die denDefinitionsbereich einschränken könnten. Es ist jedochmöglich,
die Anzahl der freien Parameter zu reduzieren, indemman ihren Einfluss auf die Gesamt-
energie des Systems analysiert und sich diesen zunutze macht. Dadurch gelingt es uns,
mithilfe von Konturdiagrammen einige Abhängigkeiten zu definieren und somit die Un-
bestimmtheit des Systems einzuschränken. Des Weiteren finden wir dynamisch gene-
rierte Filamentierungen in derOrtsdarstellung der Energiedichte, die ein starkes Indiz für
die Präsenz von sogenannten chromo-Weibel-Instabilitäten sind. Unsere Studie des fer-
mionischen Einflusses auf den Isotropisierungsprozess des CGC-Systems weist auf, dass
dieser bei kleiner Kopplung vernachlässigbar ist. Bei hinreichend großen Werten für die
Kopplungskonstante sehen wir allerdings einen starken Effekt hinsichtlich der Isotropi-
sierungszeiten, was bemerkenswertes Resultat ist.

Im Folgenden wollen wir die Struktur der vorliegenden Dissertation erläutern. Nach
einem einleitenden Kapitel werden die grundlegenden Konzepte und Theorien, die für
das Verständnis dieser Arbeit relevant sind, vorgestellt. Darunter fallen eine Zusammen-
fassung der Kernaspekte der QCD sowie der hamiltonschen Feldtheorie und die Einfüh-
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rung der zwei verwendeten Systembeschreibungen (statische Box und expandierendes
Medium). Zudem wird darin auch die klassische Näherung motiviert und ein zuge-
höriges Kriterium ihrer Gültigkeit beschrieben. Das dritte Kapitel widmet sich einzig und
allein der Gitter-QCD und liefert dabei eine sehr detaillierte Einführung in die Gitter-
beschreibung des vorliegenden Problems. Darin enthalten sind die Formulierung der
stochastischen Fermionen, die Herleitung der (Gitter-)Bewegungsgleichungen und erste
numerische Tests, die eine korrekte Computerimplementierung bestätigen. Im anschlie-
ßenden vierten Kapitel geben wir eine kurze Einführung in die Grundlagen der effek-
tiven Theorie des CGC sowie in die des MV-Modells und leiten die daraus resultieren-
den und für unsere numerischen Simulationen relevanten Anfangsbedingungen auf dem
Gitter her. Einige wichtige technische Aspekte, die insbesondere die Gitterimplemen-
tierung betreffen, werden im darauffolgenden Kapitel fünf diskutiert. Anschließend,
in Kapitel sechs, werden die zu untersuchenden Observablen erst im Kontinuierlichen
und dann auf dem Gitter definiert. Die beiden nachfolgenden Kapitel enthalten den
Hauptteil der numerischen Ergebnisse unserer Gittersimulationen. Dabei liegt in Kapitel
sieben der Fokus auf Rechnungen in reiner Eichtheorie und die damit verbundene Un-
tersuchung der Modellparameter des CGC. Kapitel acht beinhaltet dann unsere ersten
semi-klassischen Resultate, also jene, die zusätzlich den fermionischen Sektor mitein-
beziehen. Eine Zusammenfassung und ein Fazit sowie ein Ausblick auf mögliche weiter-
führende Studien werden schließlich in Kapitel neun gegeben. Abgeschlossen wird die
Arbeit mit einem umfangreichen Anhang, der relevante Definitionen und Konventionen
sowie zusätzliche Abbildungen und ausführliche Rechnungen enthält.
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Chapter1
IntroducƟon

The StandardModel of particle physics was developedwithin the second half of the 20th
century and describes electromagnetic, weak and strong interactions and thus includes
three of the four fundamental forces in the universe. A vast amount of experimental
observations confirms the validity of the Standard Model as a description of nature for
energy scales up to TeV. However, a complete theory of fundamental interactions obvi-
ously has to include the fourth fundamental force, the gravitational force, as well. More-
over, it is well-known that the Standard Model leaves some phenomena unexplained,
as for instance the existence of dark matter and energy, neutrino masses or the baryon
asymmetry problem [ͻ,ͼ]. In particular, many aspects of the strong interaction, which is
described in the Standard Model by the theory of quantum chromodynamics (QCD), still
lack a theoretical understanding.
Some of the experimental contributions towards a better understanding of QCD have

been carried out at (ultra-)relativistic heavy-ion collisions performed at the LargeHadron
Collider (LHC) beneath the France-Switzerland border near Geneva and at the Relativis-
tic Heavy Ion Collider (RHIC) of Brookhavens National Laboratory in Upton, New York.
Additionally, the Facility for Antiprotons and Ion Research (FAIR), which is still under
construction and will be an expansion of the GSI Helmholtz Centre for Heavy Ion Re-
search in Darmstadt, is expected to yield further insights.
From a theoretical point of view, QCD is a non-abelian quantum field theory with

SU(Nc = 3) gauge symmetry. It describes the interactions between quarks and gluons,
which are the fundamental particles hadrons consist of. QCD exhibits two central prop-
erties: firstly, the color confinement, often simply called confinement, which states that
color charged particles cannot be isolated and hence cannot be observed under normal
conditions, and, secondly, the asymptotic freedom, which describes the continuous re-
duction in the strength of the interactions between quarks and gluons when increasing
the energy scale. The latter property allows for a description of the high energy regime

ͻ



Chapter Ϳ Introduction

of QCD within the framework of perturbation theory, which has resulted in very accurate
tests of QCD. Nevertheless, the low energy sector requires a non-perturbative formula-
tion, which entails the problem of solving infinite-dimensional path integrals.
For this purpose, various techniques have been developed, where – besides several

effective theories, which also yield promising results in the corresponding limits – the
most well established one is lattice QCD. It is a first principle description of QCDwithout
any assumptions and thus theoretically allows for solutions up to any level of accuracy
that is desired. However, in practice, the computation power is limited and one is left
with so-called lattice artifacts, which are unphysical remnants of the lattice description
that have to be monitored.
The idea of lattice QCD is to reduce the analytically intractable infinite-dimensional

path integrals by discretizing the four-dimensional spacetime allowing for a numerical
evaluationwith the help of supercomputers. To this end, aWick rotation fromMinkowski
to Euclidean space is performed, which enables an evaluation of the path integrals via
Monte-Carlo methods based on importance sampling. However, the downside of this
approach – besides the occurrence of the so-called sign problem [ͽ] – is the loss of the
possibility of studying observable evolutions in real-time, which is the intention of this
work. We will therefore refrain from the Wick rotation and use a different approach, the
so-calledHamiltonian approach [;], where we construct the system’s Hamiltonian within
the scope of Yang-Mills theory and solve the corresponding classical field equations. The
latter involves a classical approximation of the quantum theory, which is of central im-
portance for this work.
The interplay of lattice QCD and the classical approximation provides a very promising

environment for studying the early stages of heavy-ion collision. On the one hand, the
classical formulation does not loose its validity in systems far from equilibrium [Ϳ] and
on the other hand, the reliability of the classical approximation increases with the num-
ber of field quanta in each mode, which fits to the high occupancies present at heavy-ion
collisions [΀, ΁]. Moreover, every lattice formulation entails an ultraviolet (UV) cutoff
proportional to the inverse of the lattice spacing a, which serves as an intrinsic UV reg-
ulator for the classical approximation as it is well-known that the infrared (IR) regime
of a quantum theory behaves classical, whereas the UV sector is of quantum nature [΂].
In this case, taking the naive continuum limit of the lattice description, a→ 0, is now
problematic since more and more non-classical hard modes enter the description, which
is illustrated in Figure ͻ.ͻ. However, we will propose a method that allows for a “contin-
uous” lattice description without affecting the validity of the classical approximation in
the course of this work.
We will employ initial conditions based on the color glass condensate (CGC) effec-

tive theory, which supplies information about the field properties immediately after the
collision. More precisely, our initial field configurations are based on the McLerran-
Venugopalan (MV) model [΃–ͻͻ], which is a (classical) tree-level description of the CGC.

ͼ



lattice spacing a

sy
st
em

at
ic
er
ro
r

Figure ͻ.ͻ: Sketch of the interplay between the systematic error owed
to the classical approximation (cyan) and the discretization error com-
ing from the lattice formulation (orange). The combined total system-
atic error is the shaded area.

The underlying concept involves a pure gauge formulationwhich is premised on themen-
tioned highmode occupations present at heavy-ion collisions. Due to the Pauli exclusion
principle the fermionic occupation numbers are limited and it is thus expected that their
influence on the system’s dynamics is very small. However, a quantitative result which
substantiates this statement is still missing.

To this end, we will extent the classical Yang-Mills formulation by adding fermionic
degrees of freedom, which are coupled to the gauge sector by the system’s evolution
equations. Since fermions cannot be treated classically, this is usually referred to as a
semiclassical approach or a semiclassical approximation. Simulations including fermions
require significantly larger amounts of computational resources, which is why we will fol-
low the approach presented in [ͻͼ], where a low-cost implementation of fermions based
on stochastic integration is given.

Themain purpose of this work is study the isotropization process and thereby present a
systematic investigation of the dependence on the variety of parameters entering through
the CGC initial condition, as well as the systematics of the classical evolution itself. We
will investigate the system’s evolution both in a static box and in an expanding medium.
Moreover, we perform a comparison between the realistic SU(3) gauge group and the
more economical SU(2) gauge group,monitor the field occupancies to address the validity
of the classical approximation, and quantify the dependence of our results on the various
CGC parameters.

We will see that the system is highly sensitive to the model parameters and suggest a
method to reduce the number of free parameters by keeping the system’s physical en-
ergy density fixed. We also present depictions of the filamentation of the energy density
in position space, which results from initial quantum fluctuations and indicates the oc-

ͽ
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currence of chromo-Weibel instabilities [ͻͽ–ͻ΂]. Furthermore, we will obtain that the
isotropization process of the CGC system stays virtually unaffected by the fermionic de-
grees of freedom as long as the gauge coupling is small. For sufficiently large values of
the coupling constant, however, the tide turns and we will observe a significant change
in the isotropization times.
We would like to mention, that some very early stages of this work were published as a

conference proceeding [ͻ΃], whereas the majority of the findings that we are presenting
in this work will appear in [ͼͺ].
The content of this thesis is organized as follows. The theoretical basics that form

the foundation of this work are introduced in Chapter ͼ. It includes a summary of the
key aspects of QCD as well as of the Hamiltonian field theory, and introduces the two
different formulations (static box and expanding system) that are dealt with throughout
this work. Moreover, it motivates the classical description and quantifies its validity ulti-
mately ending in a classicality condition. Chapter ͽ is dedicated to the lattice description
and provides a detailed introduction to the employed framework containing the stochas-
tic fermion implementation, the derivation of the lattice equations of motion, and first
numerical cross-checks. This is followed by Chapter ;, in which give a brief introduction
to the CGC effective theory and the MV model yielding the initial conditions for our lat-
tice simulations. Some important technical aspects including a definition of the various
lattice andmodel parameters are discussed in Chapter Ϳ, and the different observables we
want to investigate are summarized in Chapter ΀. The two subsequent chapters provide
the largest part of the numerical results, where Chapter ΁ focuses on pure gauge simu-
lations as well as the involved investigation of the CGC parameter space, and Chapter ΂
examines the impact of the fermionic degrees of freedom on theses results. Concluding
remarks and possible research perspectives are then given in Chapter ΃. Finally, at the
end of the thesis, extensive appendices containing relevant conventions and definitions
as well as additional figures and rather technical calculations can be found.

;



Chapter2
TheoreƟcal framework
Contents

ͼ.ͻ Quantum chromodynamics (QCD) . . . . . . . . . . . . . . . . . . . . . Ϳ

ͼ.ͼ Hamiltononian field theory . . . . . . . . . . . . . . . . . . . . . . . . . ΃

ͼ.ͽ From Heisenberg’s to Hamilton’s equations of motion . . . . . . . . . . ͻͽ

ͼ.; Classical aspects of quantum field theory out of equilibrium . . . . . . . ͻͿ

2.1 Quantum chromodynamics

Quantum chromodynamics (QCD) is a non-abelian gauge theory in Minkowski space-
time which is coupled to fermions. Its symmetry group is the special unitary group
SU(Nc), where Nc is the number of colors.ͻ QCD can be separated into a pure gluonic
gauge part, the Yang-Mills sector, which is reflected in Section ͼ.ͻ.ͻ, and a fermionic part
including massive fermions described by Dirac ;-spinors ψf ≡ ψα,cf , with (Dirac) spinor
index α ∈ {1, . . . , 4}, color index c ∈ {1, . . . , Nc} and the flavor index f ∈ {1, . . . , Nf}.
The Standard Model of particle physics counts Nf = 6 flavors and f ∈ {u, d, c, s, t, b}

indicates the different quark species defining the corresponding electric and electroweak
charges as well as the quark masses.
The fermionic fields ψf interact among each other via the coupling to the gauge field

Aµ ≡ AaµT
a, which is an element of the underlying Lie algebra su(Nc). In the fundamental

representation, the generators of the algebra T a, a ∈ {1, . . . , Ng
..= N2

c −1}, can be chosen
as traceless hermitian Nc ×Nc matrices, which are normalized by

Tr
[
T aT b

]
=

1

2
δab (ͼ.ͻ)

ͻThe formulation of QCD is based on Nc = 3 colors, however, as will be explained later, we will also
consider Nc=2.

Ϳ
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and satisfy the (anti)commutation relations{
T a, T b

}
=

1

Nc

δab + dabcT c , (ͼ.ͼa)[
T a, T b

]
= ifabcT c . (ͼ.ͼb)

In the adjoint representation, the generators are represented by Ng ×Ng matrices, whose
elements are defined by

(T a)bc = −ifabc . (ͼ.ͽ)

For Nc=2 flavors, the three generators of su(2) are related to the Pauli matrices σa by
T a= σa/2, and in the case of Nc=3 flavors, the generators are given by T a= λa/2, with
the eightGell-Mannmatrices λa. A definition of the Pauli and Gell-Mannmatrices as well
as the values for the structure constants dabc and fabc can be found in Appendix A.;.

As we will carry out in Section ͼ.ͼ, the Lagrangian density L is a fundamental quantity
which determines the system’s dynamics. The fermionic part of the Lagrangian density
of QCD is bilinear in the fields ψf and their Dirac adjoint fields ψf ≡ ψ

†
fγ0 and reads in

Minkowski spacetime

LF =
∑
f

ψfDψf . (ͼ.;)

We defined the so-called Dirac operator,

D = iγµDµ −mf , (ͼ.Ϳ)

together with the covariant derivative,

Dµ = ∂µ + igAµ . (ͼ.΀)

The latter renders LF invariant under local SU(Nc) gauge transformations,

ψ(x)→ ψ′(x) = Ω(x)ψ(x) ⇒ ψ(x)→ ψ
′
(x) = ψ(x)Ω†(x) , (ͼ.΁a)

Aµ(x)→ A′
µ(x) = Ω(x)Aµ(x)Ω

†(x) + ig
(
∂µΩ(x)

)
Ω†(x) , (ͼ.΁b)

withΩ ∈ SU(Nc), and will lead us to the gluonic part of the Lagrangian densityLG, which
is discussed in the following subsection.

2.1.1 Yang-Mills theory

The initial phase present immediately after a heavy-ion collision is expected to be char-
acterized by the gluonic degrees of freedom. While the fermionic occupation numbers
are limited by the Pauli exclusion principle, the gluonic ones are typically large and thus
dominate the dynamics [΀, ΁]. For this reason, and since lattice simulations including

΀
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fermions are significantlymore expensive in terms of computational effort, wewill mostly
focus on pure Yang-Mills theory.
After the introduction of the fermionic part of the Lagrangian density of QCD, we will

now construct the gluonic part, which is also referred to as the (pure) Yang-Mills part.
Starting point is the covariant derivative (ͼ.΀), which defines the (gluon) field strength
tensor of QCD as

Fµν =
i
g

[
Dµ, Dν

]
= ∂µAν − ∂νAµ + ig

[
Aµ, Aν

]
. (ͼ.΂)

It is equivalent to the one of quantum electrodynamics (QED), where the commutator
vanishes since QED is an abelian gauge theory. Based on the gauge part of the Lagrangian
density of QED and the requested invariance under local SU(Nc) gauge transformations,

Tr
[
FµνF

µν
]
≡ Tr

[
Fµνg

µαgνβFαβ
]
, (ͼ.΃)

with a proper normalization is a convenient candidate for a gluonic Lagrangian density
LG. In fact, the Yang-Mills action in general coordinates is given by

S =

∫
d4xLG = −1

2

∫
d4x

√
−det[(gµν)] Tr

[
FµνF

µν
]
. (ͼ.ͻͺ)

We will consider two different metrics gµν , which are introduced and discussed in Sec-
tion ͼ.ͼ. Together with (ͼ.;) we can then define the full Lagrangian density of QCD,

L = LF + LG . (ͼ.ͻͻ)

2.1.2 Symmetries of QCD

The formulation of relativistic quantum field theories is based on an invariance under
Poincaré transformations. It includes spacetime translations and Lorentz transforma-
tions, where the latter consist of rotations in space and (Lorentz) boosts. By construction,
the QCD Lagrangian (ͼ.ͻͻ) is invariant under local SU(Nc) color gauge transformations
introduced in (ͼ.΁).
However, especially in appropriate limits, there are numerous other symmetries. One

of these is the so-called flavor symmetry, which is particularly relevant for our lattice
implementation. Hence, we will briefly summarize its main aspects in this subsection.
First of all, we note that global U(1) transformations of the fermionic fields ψ,

ψ(x)→ ψ′(x) = eiθψ(x) , θ ∈ R , (ͼ.ͻͼ)

obviously leave (ͼ.;) invariant and hence lead to a global U(1) symmetry of the QCD
Lagrangian density. The associated conserved charge is the baryon number.
By decomposing the fermionic fields into right-handed and left-handed fields,

ψR =
1

2

(
1 + γ5

)
ψ , ψL =

1

2

(
1− γ5

)
ψ , (ͼ.ͻͽ)

΁
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we can rewrite the fermionic Lagrangian (ͼ.;) for a single flavor f ,

LF = i
(
ψLγ

µDµψL + ψRiγ
µDµψR

)
−m

(
ψLψR + ψRψL

)
. (ͼ.ͻ;)

Under (ͼ.ͻͼ), the right-handed and left-handed components of ψ rotate with an equal
phase, which is why this symmetry is called a vector symmetry, U(1)V .
Although the vector symmetry U(1)V is the only exact flavor symmetry, there are fur-

ther ones in the case of vanishing quark masses, which is usually referred to as the chiral
limit. This is a good approximation for Nf = 2, with f ∈ {u, d} (and in some cases also
for Nf=3, with f ∈ {u, d, s}), due to the low masses of the relevant quarks.
If we now consider degenerate quark masses, i.e. mf ≡m, we also observe an SU(Nf )

symmetry. Especially for Nf =2, wheremu/md=0.48(10) [ͼͻ], this is a good approxima-
tion and usually referred to as isospin symmetry,

ψ(x)→ ψ′(x) = eiαaTa

ψ(x) , αa ∈ R . (ͼ.ͻͿ)

Form = 0, the masses are trivially degenerate and hence the SU(Nf ) isospin symmetry
is exact, but, moreover, there is nomixing of right-handed and left-handed fields, yielding

SU(Nf )
m=0−−→ SU(Nf )R × SU(Nf )L . (ͼ.ͻ΀)

Furthermore, for vanishing quarkmasses the Lagrangian density (ͼ.ͻ;) is invariant under
so-called chiral transformations,

ψ(x)→ ψ′(x) = eiθγ
5

ψ(x) , θ ∈ R , (ͼ.ͻ΁)

which is referred to as axial symmetry U(1)A.
Putting these findings together, the flavor symmetry group in the chiral limit, com-

monly designated as the chiral symmetry, reads

SU(Nf )R × SU(Nf )L ×U(1)V ×U(1)A . (ͼ.ͻ΂)

Wewant to stress that all of these are symmetries of themassless QCD Lagrangian, but
not necessarily symmetries of the related partition function. In particular, themeasure of
the partition function is not invariant under axial U(1) symmetry transformations leading
to the so-called axial anomaly also known as the Adler-Bell-Jackiw anomaly [ͼͼ,ͼͽ].
The chiral symmetry (ͼ.ͻ΂) is not only explicitly broken by (re)introducing a mass

term, but also spontaneously broken by the QCD vacuum due to a non-vanishing quark
condensate ⟨ψψ⟩, in this context usually referred to as chiral condensate, leading to

SU(Nf )R × SU(Nf )L −→ SU(Nf )V . (ͼ.ͻ΃)

According to Goldstone’s theorem, for every spontaneously broken continuous symmetry,
the theory must contain a massless particle, which is called a (Nambu-)Goldstone boson

΂
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[ͼ;, ͼͿ]. If the symmetry is also (slightly) explicitly broken, i.e. the symmetry is not
exact, the Goldstone bosons are not massless but have relatively light masses and are
therefore called pseudo-(Nambu-)-Goldstone bosons. The latter scenario is present for the
spontaneous chiral symmetry breaking and the corresponding pseudo-Goldstone bosons
are the pions, whose masses are one order of magnitude smaller than the nucleon mass.

2.2 Hamiltononian field theory

In this section we will introduce the basic concepts of Hamiltonian field theory, which is
the field-theoretical analogue of the Hamiltonian formalism of classical mechanics. The
Hamiltonian densityH is defined via the Lagrangian density L [ͼ΀],

H[ϕi, ∂jϕi, πi] = πi∂0ϕi − L , (ͼ.ͼͺ)

where the conjugate momentum density πi of the field quantity ϕi is given by

πi =
∂L

∂(∂0ϕi)
. (ͼ.ͼͻ)

The time evolution of the system is then obtained from the Hamiltonian equations of
motion,

∂0ϕi =
δH
δπi

, ∂0πi = −
δH
δϕi

, (ͼ.ͼͼ)

where the functional derivative is defined as [ͼ΀,ͼ΁]

δ

δψ
≡ ∂

∂ψ
− ∂µ

∂

∂(∂µψ)
. (ͼ.ͼͽ)

Regarding the dependencies of the Hamiltonian density (ͼ.ͼͺ), the Hamiltonian equa-
tions of motion reduce to

∂0ϕi =
∂H
∂πi

, (ͼ.ͼ;a)

∂0πi = −
∂H
∂ϕi

+ ∂j

(
∂H

∂(∂jϕ)

)
. (ͼ.ͼ;b)

In this work we will mostly apply the so-called temporal gauge,

A0 = 0 , (ͼ.ͼͿ)

which, in particular, transforms the 0th component of the covariant derivative, D0, into
an ordinary derivative, ∂0. Consequently, for the fermionic Lagrangian density (ͼ.;), with
ϕ≡ψf , we get the conjugate momenta

πf =
∂LF

∂(∂0ψf )
=

∂

∂(∂0ψf )

∑
g

iψgγ
0(∂0ψg) = iψfγ

0 ≡ iψ†
f , (ͼ.ͼ΀)

΃
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yielding the fermionic Hamiltonian density

HF =
∑
f

(
mfψfψf − iψfγ

iDiψf

)
. (ͼ.ͼ΁)

The Hamilton equations of motion (ͼ.ͼ;) are then leading to the following partial dif-
ferential equation, which determines the time evolution of the fermionic degrees of free-
dom,

∂tψf = −i
∂H
∂ψ†

f

. (ͼ.ͼ΂)

In the following two subsections we will construct the gluonic Hamiltonian density
belonging to the Yang-Mills Lagrangian density (ͼ.ͻͺ) both in Minkowski spacetime and
in comoving coordinates.

2.2.1 Minkowski spaceƟme

We identify the z-direction as our beam direction and use

x = (x0, x1, x2, x3) ≡ (t, x1, x2, z) (ͼ.ͼ΃)

for the ;-dimensional spacetime vector. We will work with the time favored Minkowski
metric,

(gµν) ≡ (ηµν) = diag(1,−1,−1,−1) , (ͼ.ͽͺa)

det[(ηµν)] = det[(ηµν)] = −1 , (ͼ.ͽͺb)

which, together with (ͼ.ͻͺ), leads to

S = −1

2

∫
d4xTr

[
FµνF

µν
]
= −1

4

∫
d4xF a

µνF
µν,a , (ͼ.ͽͻ)

where we can read off the Lagrangian density,

L = −1

2
Tr
[
FµνF

µν
]
= Tr

[
F 2
0i −

∑
i<j

F 2
ij

]
. (ͼ.ͽͼ)

In the last step we used the following expression:

FµνF
µν = Fµνg

µαgνβFαβ

= −2
[
F 2
01 + F 2

02 + F 2
03 − F 2

12 − F 2
13 − F 2

23

]
= −2

[
F 2
0i −

∑
i<j

F 2
ij

]
. (ͼ.ͽͽ)

To derive the Hamiltonian density we have to construct the conjugate momenta,

Ea
i =

∂L
∂(∂tAai )

=
∂

∂(∂tAai )
Tr
[
(∂tA

b
j)T

b(∂tA
c
j)T

c
]

=
∂

∂(∂tAai )

1

2
(∂tA

b
j)

2 = ∂tA
a
i = F a

0i , (ͼ.ͽ;)

ͻͺ



΀.΀ Hamiltononian field theory

where we used the temporal gauge (ͼ.ͼͿ) to obtain the last equality.
In classical electrodynamics the expression for the electric field E⃗ in terms of the mag-

netic vector potential A⃗ and the electric potential Φ is given by

E⃗ = −∇Φ− ∂tA⃗ . (ͼ.ͽͿ)

In temporal gauge, this reduces to

At = 0 ⇒ Φ = 0 ⇒ E⃗ = −∂tA⃗ ⇒ Ei = −∂tAi , (ͼ.ͽ΀)

which at first glance is inconsistent with (ͼ.ͽ;) due to the additional minus sign. How-
ever, in a covariant formulation the index “i” of the vector potential A is a Lorentz index
while the index “i” of the electric field E is just the ordinary three-dimensional compo-
nent index, i.e.,

Ei ≡ Ei , Ai = −Ai (ͼ.ͽ΁)

⇒ Ei = ∂tAi , (ͼ.ͽ΂)

which is in accordance with (ͼ.ͽ;).
Using (ͼ.ͽ;), we can now rewrite the Lagrangian density in terms of the conjugate

momenta Ea
i and construct the Hamiltonian density,

H = Ea
i ∂tA

a
i − L

= 2Tr
[
E2
i

]
− Tr

[
E2
i −

∑
i<j

F 2
ij

]
= Tr

[
E2
i +

∑
i<j

F 2
ij

]
. (ͼ.ͽ΃)

The Hamiltonian equations of motion (ͼ.ͼͼ) then lead to the time evolution of the
field quantities,

∂tEi(x) = −DjF
ji(x) , (ͼ.;ͺa)

∂tAi(x) = Ei(x) . (ͼ.;ͺb)

These are directly related to the well-known Ampère’s circuital law and Faraday’s law of
induction with the identification of the magnetic field

Bi = −
1

2
ϵijkF

jk , (ͼ.;ͻ)

where ϵijk is ͽ-dimensional Levi-Civita symbol (cf. (A.΃) of Appendix A.;).

2.2.2 Comoving coordinates

The comoving coordinates,

x = (τ, x1, x2, η) , (ͼ.;ͼ)
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use the longitudinal rapidity coordinate η as well as the longitudinal proper time τ , which
are defined as

τ =
√
t2 − z2 , η = atanh

(z
t

)
. (ͼ.;ͽ)

Hence, the metric takes the following form:

gµν =
∂x′α

∂xµ
ηαβ

∂x′β

∂xν
⇒ (gµν) = diag(1,−1,−1,−τ 2) , (ͼ.;;a)

gµαgαν = δµν ⇒ (gµν) = diag(1,−1,−1,−τ−2) , (ͼ.;;b)

det[(gµν)] = det[(gµν)]−1 = −τ 2 . (ͼ.;;c)

Whenever we work in comoving coordinates, we will use a different index notation
than we use when working in Minkowski spacetime.ͼ This means, e.g., for an object Ω,
with components Ωµ (µ = 0, 1, 2, 3) we will use:

Ω0 → Ωτ

Ω1

Ω2

}
→ Ωi , with i = 1, 2

Ω3 → Ωη

(ͼ.;Ϳ)

Hence, Latin indices do only represent the transverse plane and do never include the
η-component. Greek indices (τ and η excluded) still designate all four spacetime compo-
nents.

In order to construct theHamiltonian density, we start againwith the general definition
of the action (ͼ.ͻͺ) and insert (ͼ.;;). We obtain

S =

∫
dτ dx⊥dη τ Tr

[
F 2
τi +

F 2
τη

τ 2
− F 2

12 −
F 2
iη

τ 2

]
≡
∫
dτ dx⊥dη L , (ͼ.;΀)

with the Lagrangian density being

L = Tr

[
τF 2

τi +
F 2
τη

τ
− τF 2

12 −
F 2
iη

τ

]
. (ͼ.;΁)

In (ͼ.;΀) we used

FµνF
µν = Fµνg

µαgνβFαβ = 2
[
Fτ1g

ττg11Fτ1 + Fτ2g
ττg22Fτ2 + Fτηg

ττgηηFτη

+ F12g
11g22F12 + F1ηg

11gηηF1η + F2ηg
22gηηF2η

]
= −2

[
F 2
τ1 + F 2

τ2 +
F 2
τη

τ 2
− F 2

12 −
F 2
1η

τ 2
−
F 2
2η

τ 2

]
= −2

[
F 2
τi +

F 2
τη

τ 2
− F 2

12 −
F 2
iη

τ 2

]
. (ͼ.;΂)

ͼInMinkowski spacetime, Greek indices represent all indices of a 4-vector and run from 0 to 3, while Latin
indices indicate the spacial part and hence run from 1 to 3.
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΀.΁ From Heisenberg’s to Hamilton’s equations of motion

Note that we included the τ factor into the Lagrangian density (ͼ.;΁), which is coming
from the square root of the negative determinant of (gµν). As a consequence, the La-
grangian density as well as the Hamiltonian density, which usually have energy dimen-
sion 4, will now have the energy dimension 3.
However, this is a convenient choice, since a variation of the action should lead to

the same equations of motion as obtained within the Hamiltonian formalism and in the
former case one would obviously have to consider the additional τ factor.
The conjugate momenta are then given by

Ea
i =

∂L
∂(∂τAai )

=
∂

∂(∂τAai )
τ Tr

[
(∂τA

b
j)T

b(∂τA
c
j)T

c
]

=
∂

∂(∂τAaj )

τ

2
(∂τA

b
i)

2 = τ∂τA
a
i = τF a

τi , (ͼ.;΃a)

Ea
η =

∂L
∂(∂τAaη)

=
∂

∂(∂τAaη)

1

τ
Tr
[
(∂τA

b
η)T

b(∂τA
c
η)T

c
]

=
∂

∂(∂τAaη)

1

2τ
(∂τA

b
η)

2 =
1

τ
∂τA

a
η =

1

τ
F a
τη . (ͼ.;΃b)

To get the respective last equalities, we used the temporal gauge (ͼ.ͼͿ) in comoving co-
ordinates, Aτ =0, which is sometimes referred to as Fock-Schwinger gauge.
With the Lagrangian density (ͼ.;΁) and the conjugate momenta (ͼ.;΃), we are able to

construct the Hamiltonian density in comoving coordinates,

H = Ea
i ∂τA

a
i + Eb

η∂τA
b
η − L

= 2Tr

[
E2
i

τ
+ τE2

η

]
− Tr

[
E2
i

τ
+ τE2

η − τF 2
12 −

F 2
iη

τ

]

= Tr

[
E2
i

τ
+ τE2

η + τF 2
12 +

F 2
iη

τ

]
. (ͼ.Ϳͺ)

Applying the Hamiltonian equations of motion (ͼ.ͼͼ) finally leads to the counterparts
of (ͼ.;ͺ) [ͼ΂],

∂τEi = τDjF
ji +

1

τ
DηF

ηi , ∂τEη = τDjF
jη , (ͼ.Ϳͻa)

∂τAi =
1

τ
Ei , ∂τAη = τEη . (ͼ.Ϳͻb)

2.3 From Heisenberg’s to Hamilton’s equaƟons of moƟon

This section is meant to motivate the classical description of quantum theories by deriv-
ing the equivalence of Heisenberg’s equations of motions and the classical Hamiltonian
equations of motion (ͼ.ͼͼ) on an operator level.
In the Heisenberg picture of a bosonic quantum field theory the field operators {ϕ̂i(x)}

and their conjugatemomentum operators {π̂i(x)}, i ∈ {1, ..., n}, satisfy the commutation

ͻͽ



Chapter ΀ Theoretical framework

relation [
ϕ̂i(x), π̂j(x)

]
= iδijδ(x− y) . (ͼ.Ϳͼ)

The corresponding Hamilton operator can be expressed in terms of ϕ̂ and π̂ as

Ĥ =
∑
n,m

anmϕ̂
nπ̂m + permutations

(
ϕ̂, π̂

)
. (ͼ.Ϳͽ)

The Heisenberg equations of motions for an operator Â read

d
dt
Âi(x) = i

[
Ĥ, Âi(x)

]
+
∂A

∂t
(ͼ.Ϳ;)

and hence also determine the time evolution of the field and momentum operators, re-
spectively,

d
dt
ϕ̂i(x) = i

[
Ĥ, ϕ̂i(x)

]
, (ͼ.ͿͿa)

d
dt
π̂i(x) = i

[
Ĥ, π̂i(x)

]
, (ͼ.ͿͿb)

where we supposed that ϕ̂ and π̂ have no explicit time dependence.ͽ

Wewill now try to relate the commutators appearing in (ͼ.ͿͿ) to functional derivatives
of the Hamilton operator (ͼ.Ϳͽ). One can easily show by mathematical induction, that

i
[
π̂nj (y), ϕ̂i(x)

]
= nπ̂n−1

j (y)δijδ(x− y) =
δπ̂nj (y)

δπ̂i(x)
, (ͼ.Ϳ΀)

which can be extended with some algebra to

i
[
π̂kj (x)ϕ̂

l
j(x)π̂

m
j (x), ϕ̂i(y)

]
=

δ

δπ̂i(y)
π̂kj (x)ϕ̂

l
j(x)π̂

m
j (x) . (ͼ.Ϳ΁)

Iterating this (cf. Appendix D.ͼ) finally yields

i[Ĥ, ϕ̂i(x)] =
δĤ

δϕ̂i(x)
. (ͼ.Ϳ΂)

The same analysis can be done for [ · , π̂] yielding an additional minus sign due to one
extra commutation,

i[Ĥ, π̂i(x)] = −
δĤ

δϕ̂i(x)
. (ͼ.Ϳ΃)

Putting all together, we end up with

d
dt
ϕ̂i(x) = i

[
Ĥ, ϕ̂i(x)

]
=

δĤ

δπ̂i(x)
,

d
dt
π̂i(x) = i

[
Ĥ, π̂i(x)

]
= − δĤ

δϕ̂i(x)
.

ͽThis is a convenient assumption, since otherwise also the Hamiltonian (ͼ.Ϳͽ) would be explicitly time
dependent resulting in a violation of energy conservation.
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΀.΂ Classical aspects of quantum field theory out of equilibrium

This means that – on an operator level – the Heisenberg equations of motion for the
field and momentum operators become the “classical” Hamiltonian equations of motion
(ͼ.ͼͼ).
A more rigorous motivation of the classical approximation based on the path integral

formulation of quantum field theory will be discussed in the following section.

2.4 Classical aspects of quantum field theory out of equilibrium

The time evolution of a given initial state in modern quantum field theory can be de-
scribed by two fundamentally related concepts: The first one being theHamilton operator
formalism, which is perhaps slightly more intuitive, since it is familiar from quantumme-
chanics, and the second one, the so-called Schwinger-Keldysh formalism [ͼ΃, ͽͺ], which
is based on a real-time path integral formulation and discussed in Section ͼ.;.ͻ.

The central quantity in a general quantum theory, defined by a Hamiltonian operator
Ĥ , is the density operator ρ̂. It includes all information about physical observables O,
whose expectation values are defined by

⟨O⟩ = Tr
[
ρ̂O
]
. (ͼ.΀ͺ)

In the Schrödinger picture, the time evolution of ρ̂ is given by the von Neumann equation,

∂tρ̂ = −i
[
Ĥ, ρ̂

]
. (ͼ.΀ͻ)

It is the quantum analogue of the Liouville equation in classical-statistical mechanics,

∂tρ =
{
H, ρ

}
PB , (ͼ.΀ͼ)

where in this case ρ is the phase space distribution function andH the system’s (classical)
Hamiltonian. A definition of the Poisson bracket

{
·, ·
}
PB can be found in Appendix A.ͽ.

Different than in the case of quantum mechanics, we have (infinitely) many degrees
of freedom in quantum field theory and thus (ͼ.΀ͻ) becomes unsuitable. A more ap-
propriate way to study (non-equilibrium) quantum field theory can be achieved through
formalisms based on path integrals, such as the Schwinger-Keldysh formalism, which we
deal with in following subsection.

2.4.1 Schwinger-Keldysh formalism

Starting point is the initial value problem of the von Neumann equation (ͼ.΀ͻ), which
we want to rephrase within the scope of the path integral formalism. In a quantum field
theory the generalization of the partition function, the so-called generating functional,
contains all quantum field-theoretical information and thus entirely determines the de-
scribed system. For a given initial density matrix ρ0 in the presence of two sources, J

ͻͿ
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Re(t)

Im(t)

C+

C−t0 t→∞

Figure ͼ.ͻ: Closed real-time contour C = C++ C− (also referred to as
Schwinger-Keldysh contour). The slight shifts away from the real axis
are exclusively done for the purpose of visualization.

and R, a non-equilibrium generating functional for the Schwinger-Keldysh formulation
of real-time path integrals can be expressed as [Ϳ,ͽͻ–ͽ;]

Z[J,R, ρ0] =

∫
dA(1)dA(2)

⟨
A(1)

∣∣ρ0∣∣A(2)
⟩

︸ ︷︷ ︸
initial conditions

(ͼ.΀ͽ)

×
∫ A(2)

A(1)

D′A exp
[
i
(
SC[A] +

∫
x,C
J(x) · A(x) + 1

2

∫
x,C

∫
y,C
A(x)R(x, y)A(y)

)]
︸ ︷︷ ︸

(nonequilibrium) dynamics

.

To give a clearer overview, we omitted color and Lorentz indices, i.e. the dot product as
well as the matrix product are both performed in Lorentz space and in color space, yield-
ing J · A ≡ JµaA

a
µ and ARA ≡ AaµR

µν
abA

b
ν . We also defined

∫
x,C ≡

∫
Cdx

0
∫
ddx, where C is

the closed real-time contour depicted in Figure ͼ.ͻ. The prime on the functional measure
of the gauge fields D′A indicates, firstly, an extent along this contour and, secondly, that
the integration over the fields at t0 are excluded. The Lagrangian density defining the
contour action SC ≡

∫
x,C L is for instance in the case of pure Yang-Mills theory given by

(ͼ.ͽͼ) or (ͼ.;΁).
The path integral equivalent of the expectation value definition in (ͼ.΀ͺ) for a given

generating functional Z reads

⟨O⟩ = 1

Z
Z{O}

∣∣∣∣
J,R=0

, (ͼ.΀;)

where Z{O} is, e.g., defined via (ͼ.΀ͽ), with an insertion of the operatorO in front of the
exponential, i.e. Z{O} ≡ (. . . )

∫
D′AO exp(. . . ).

In analogy to equilibrium or vacuum quantum field theory, the non-equilibrium gen-
erating functional for connected correlation functions, also known as the Schwinger func-
tional, is defined by

W = −i logZ . (ͼ.΀Ϳ)

The functional derivatives with respect to the linear source term J then equals the field
expectation value,

δW

δJaµ(x)

∣∣∣∣
J,R=0

= − i
Z

δZ

δJaµ(x)

∣∣∣∣
J,R=0

=
1

Z
Z{Aaµ(x)}

∣∣∣∣
J,R=0

≡ ⟨Aaµ(x)⟩ . (ͼ.΀΀)
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΀.΂ Classical aspects of quantum field theory out of equilibrium

Equivalently, we can compute the functional derivative with respect to the bilinear source
term R, yielding

δW

δRab
µν(x, y)

∣∣∣∣
J,R=0

=
1

2
⟨TCAaµ(x)Abν(y)⟩ , (ͼ.΀΁)

where TC signifies the time ordering along the Schwinger-Keldysh contour.
We can now define the connected two-point function,

Gab
µν(x, y)

..= ⟨TCAaµ(x)Abν(y)⟩ − ⟨Aaµ(x)⟩⟨Abν(y)⟩ , (ͼ.΀΂)

which can of course also be expressed in terms of the functional derivatives of W via
(ͼ.΀΀) and (ͼ.΀΁). It can be decomposed into its symmetric and anti-symmetric parts,
defining the statistical propagator,

F ab
µν(x, y)

..=
1

2
⟨{Aaµ(x), Abν(y)}⟩ − ⟨Aaµ(x)⟩⟨Abµ(y)⟩ ≡

1

2

[
Gab
µν(x, y) +Gba

νµ(y, x)
]
, (ͼ.΀΃)

and the spectral function,

ρabµν(x, y)
..= i⟨[Aaµ(x), Abν(y)]⟩ ≡ i signC(x

0 − y0)
[
Gab
µν(x, y)−Gba

νµ(y, x)
]
, (ͼ.΁ͺ)

respectively. The index at the sign function introduced in the last equation has to be
understood again in such a way that all times on the lower branch C− are considered
later than those on the upper one C+.
Both F and ρ have important physical interpretations: The statistical propagator con-

tains information about occupation numbers while the spectral function comprises the
spectrum of the theory. In other words, F and ρ provide information about what states
are available and how frequent these states are occupied [ͽͻ]. Hence, it is convenient to
express the connected two-point function in the following way:

Gab
µν(x, y) = F ab

µν(x, y)−
i
2
signC(x

0 − y0)ρabµν(x, y) . (ͼ.΁ͻ)

In the following subsection we will show the similarity of the Schwinger-Keldysh formal-
ism and a classical-statistical description. In particular, we will end up with a criterion
for the applicability of the classical approximation.

2.4.2 Classicality condiƟon

We start with the generating functional (ͼ.΀ͽ), where we express the contour action SC

in terms of new field variables, A+ and A−, which are exclusively defined on the time
branch C+ and C−, respectively,

SC[A+, A−] = S[A+]− S[A−] =.. S[Acl + Ã/2]− S[Acl − Ã/2] , (ͼ.΁ͼ)
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where S[ · ] is defined as the integral of the Lagrangian L =
∫
d3xL along the ordinary

time axis. Furthermore, we defined the average, Acl
..= 1

2
(A+ + A−), and the difference,

Ã ..= A+ − A−, of the branch fields A±.
Expressing the classical action S[Acl ± Ã/2] in terms of a functional Taylor expansion

around Acl yields

S[Acl ± Ã/2] =
N∑
n=0

(±1)n

n!

∫
d4x1 . . .d4xn

δ(n)S[A]

δAa1µ1(x1) . . . Aanµn(xn)

∣∣∣∣∣
A=Acl

Ãa1µ1(x1) . . . Ã
an
µn(xn)

2n
.

(ͼ.΁ͽ)

Hence, (ͼ.΁ͼ) only contains odd powers of Ã and since usuallyN ≤ 3, the contour action
becomes

SC[Acl, Ã] =

∫
d4x1

δS[A]

δAa1µ1(x1)

∣∣∣∣∣
A=Acl

Ãa1µ1(x1)︸ ︷︷ ︸
classical part

(ͼ.΁;)

+
1

24

∫
d4x1 d4x2 d4x3

δ(3)S[A]

δAa1µ1(x1)A
a2
µ2(x2)A

a3
µ3(x3)

∣∣∣∣∣
A=Acl

Ãa1µ1(x1)Ã
a2
µ2
(x2)Ã

a3
µ3
(x3)︸ ︷︷ ︸

quantum dynamics

.

Since Ã only enters linearly in the first term it can be integrated out and we obtain in the
absence of sources [ͽͿ–ͽ΁]:∫

DÃ exp

[
i
∫
d4x

δS[A]

δAaµ

∣∣∣∣
A=Acl

Ãaµ(x)

]
= δ

[
δS[A]

δAaµ

∣∣∣∣
A=Acl

]
. (ͼ.΁Ϳ)

The delta distribution introduced in the last step entails the least action principle leading
to the classical equations of motion for the Acl fields [ͽ΂] and thus explains the declara-
tion in (ͼ.΁;).
In order to end up with a physically useful criterion that states in which regime the

classical description is accurate, we have to look at the connected two-point correlation
functions, which are given by [ͽ΁–ͽ΃]:

⟨TCAacl,µ(x)Abcl,ν(y)⟩ = F ab
µν(x, y) + ⟨Aacl,µ(x)⟩⟨Abcl,ν(y)⟩ (ͼ.΁΀a)

⟨TCAacl,µ(x)Ãbν(y)⟩ = −G(A),ab
µν (x, y) (ͼ.΁΀b)

⟨TCÃaµ(x)Abcl,ν(y)⟩ = −G(R),ab
µν (x, y) (ͼ.΁΀c)

⟨TCÃaµ(x)Ãbν(y)⟩ = 0 (ͼ.΁΀d)

We introduced the advanced G(A) and retarded G(R) correlators, which are related to the
spectral function,;

ρabµν(x, y) = G(R),ab
µν (x, y)−G(A),ab

µν (x, y) . (ͼ.΁΁)

;A formal definition of the correlation functionsG(A) andG(R) is not relevant for our purposes and hence
we refer the interested reader to the literature instead (cf., e.g., [ͽͻ,ͽͽ,ͽ;,ͽ΁–ͽ΃]).
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΀.΂ Classical aspects of quantum field theory out of equilibrium

The crucial point here is the fact that the quantum-like correlation functions contain-
ing the auxiliary field Ã are proportional to the spectral function ρ, while the classical
correlator is related to the statistical propagator F .
This observation has been elaborated further in [ͽ΃, ;ͺ], ultimately resulting in the

definition of the so-called classicality condition,∣∣F ab
µν(x, y)F

cd
αβ(z, w)

∣∣≫ 3

4

∣∣ρabµν(x, y)ρcdαβ(z, w)∣∣ , (ͼ.΁΂)

which is not based on any equilibrium assumptions and therefore a valid criterion for
the non-equilibrium dynamics we are interested in. However, it naturally holds in equi-
librium as well, where a more intuitive illustration in terms of an occupation number
density n(p⃗, t) is possible. E.g., for a free field theoryͿ, (ͼ.΁΂) translates to[

n(p⃗, t) +
1

2

]2
≫ 3

4
, (ͼ.΁΃)

which means that the system behaves classical as long as the number of field quanta
in the different modes is sufficiently large. This statement can also be derived for non-
equilibrium descriptions whenever an appropriate occupation number (density) can be
defined [ͽ΁]. Hence, it is the key motivation for our classical-statistical description.

ͿFollowing for instance [ͽͻ], where a time average ofF (free)(x0, y0, p⃗) = 1
ω(p⃗)

[
n(p⃗)+ 1

2

]
cos
[
ω(p⃗)(x0−y0)

]
and ρ(free)(x0, y0, p⃗) = 1

ω(p⃗) sin
[
ω(p⃗)(x0− y0)

]
is used, with some mode frequency ω(p⃗), which is – due

to cancellation – irrelevant for the derivation of the classicality condition.
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Semiclassical laƫce gauge theory
Contents
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ͽ.ͼ Fermions on a Minkowski lattice . . . . . . . . . . . . . . . . . . . . . . ͼͼ

ͽ.ͽ Stochastic fermion implementation . . . . . . . . . . . . . . . . . . . . . ͼ΁

ͽ.; Gluonic lattice Hamiltonian density . . . . . . . . . . . . . . . . . . . . . ͽͻ

ͽ.Ϳ Lattice equations of motion . . . . . . . . . . . . . . . . . . . . . . . . . ͽ;

ͽ.΀ Gauss’s law . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ͽ΂

ͽ.΁ Real-time static potential . . . . . . . . . . . . . . . . . . . . . . . . . . . ;ͼ

ͽ.΂ Computation of classical-statistical observables . . . . . . . . . . . . . . ;;

3.1 Euclidean path integrals

In Section ͼ.;.ͻ we introduced the path integral formalism and its importance regard-
ing the computation of expectation values of physical observables. However, analytically
solving infinite dimensional path integrals is generally not possible. One way to circum-
vent this issue is a reformulation of the path integrals in Euclidean space yielding the
opportunity for a numerical evaluation by means of so-called Monte-Carlo methods. In
the following, we will summarize the basic concepts of the Euclidean path integral for-
mulation and will end up with a description in terms of lattice gauge theory.
In thermal equilibrium, the expectation value of an observable O for a given action S

reads (cf. (ͼ.΀;))

⟨O⟩ =
∫
DADψDψ O eiS[A,ψ,ψ]∫
DADψDψ eiS[A,ψ,ψ]

≡ Z{O}
Z

, (ͽ.ͻ)
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Chapter ΁ Semiclassical lattice gauge theory

with the generating functional Z.
Although a discretization of (ͽ.ͻ) is yielding an ordinary multidimensional integral,

the convergence of a numerical computation cannot be guaranteed due to the highly
oscillating integrand. A possible way to bypass this problem is to employ a so-called
Wick rotation and perform an analytic continuation of the corresponding quantities. In
particular, one applies a Wick rotation to the time coordinate,

t ≡ x0 → −ix4 ≡ tE , (ͽ.ͼ)

with the Euclidean metric

gµνE = δµν (ͽ.ͽ)

yielding for the 4-vector product

x2 = (x0)2 − x⃗2 → −(x4)2 − x⃗2 = −x2E . (ͽ.;)

Note that tE is only a mathematical parameter and can no longer be interpreted as the
physical time.
The Wick-rotated version of the generating functional defined in (ͽ.ͻ) becomesͻ

ZE =

∫
DADψDψ e−SE [A,ψ,ψ] . (ͽ.Ϳ)

The essential difference compared to (ͽ.ͻ), is the real and positive weight e−SE in the Eu-
clidean version. It exponentially suppresses field configurations with respect to the min-
ima of the Euclidean action SE . After a discretization of the four-dimensional Euclidean
spacetime, it hence allows for a numerical evaluation with importance sampling meth-
ods via stochastic integration techniques referred to as Monte-Carlo algorithms. These
studies have achieved major successes, especially in describing static observables such
as, e.g., hadron masses.
However, due to the Wick rotation we are not able to compute the time evolution of

observables or isotropization times, but which is the goal of our study. From now on,
we will therefore use theMinkowski lattice formulation instead. The first step will be the
introduction of fermions, which is the topic of the subsequent section.

3.2 Fermions on a Minkowski laƫce

Discretizing the fermionic Lagrangian density (ͼ.;) in a straightforward way, i.e. using
the symmetric discretized derivative (cf. Appendix B.ͻ),

∂µψ(x) =
1

2a

[
ψ(x+ µ̂)− ψ(x− µ̂)

]
, (ͽ.΀)

ͻThe Euclidean action and further information can be found in Appendix B.ͽ.
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ν

µ

a

U−µ(x) Uµ(x)

x− µ̂ x x+ µ̂

U−µν(y) Uµν(y)

y − µ̂ y y + µ̂

y − µ̂+ ν̂ y + ν̂ y + µ̂+ ν̂

ψ(z)

z

Figure ͽ.ͻ: Illustration of the lattice gauge fields U±µ, the two pla-
quettes Uµν and U−µν , as well as the fermionic field ψ for the lattice
spacing a.

yields

L0
F =

∑
f

ψf

(
iγµ

ψf (x+ µ̂)− ψf (x− µ̂)
2a

−mfψf (x)

)
. (ͽ.΁)

However, different than it is the case for the continuum version (ͼ.;), this naive choice
of a Lagrangian density is for finite lattice spacings a not invariant under local SU(Nc)

gauge transformations, since

ψ(x)ψ(x± µ̂)→ ψ
′
(x)ψ′(x± µ̂) = ψ(x) Ω†(x)Ω(x± µ̂)︸ ︷︷ ︸

̸=1

ψ(x± µ̂) , (ͽ.΂)

with Ω ∈ SU(Nc).
We therefore have to render our Lagrangian density (ͽ.΁) gauge invariant by introduc-

ing (lattice) gauge fields U±µ(x), which should also be elements of SU(Nc), transform as

U±µ(x)→ U ′
±µ(x) = Ω(x)U±µ(x)Ω

†(x± µ̂) , (ͽ.΃)

and which should disappear in the naive continuum limit, a→ 0.
We can then easily construct gauge invariant objects such as, in particular,

ψ(x)U±µ(x)ψ(x± µ̂) . (ͽ.ͻͺ)

The gauge fields U±µ(x) connect the two lattice points x and x ± µ̂ (cf. left-hand side of
Figure ͽ.ͻ), which is why they are often referred to as (gauge) link variables.
Recalling the transformation property of the continuum gauge fields Aµ(x),

Aµ(x)→ A′
µ(x) = Ω(x)Aµ(x)Ω

†(x) + ig
(
∂µΩ(x)

)
Ω†(x) (ͽ.ͻͻ)

ͼͽ



Chapter ΁ Semiclassical lattice gauge theory

we obtain that the so-called gauge transporter,

G(x, y) = P exp

[
ig
∫
Cxy

dzµAµ(z)

]
, (ͽ.ͻͼ)

with the curve Cxy connecting the two spacetime points x and y, transforms in the exact
same way as the link variables Uµ(x),

G(x, y)→ G′(x, y) = Ω(x)G(x, y)Ω†(y) . (ͽ.ͻͽ)

Hence, if we consider x and x+µ̂ as the end points of the curve in (ͽ.ͻͼ), the identification

Uµ(x) = exp
[
igaAµ(x)

]
(ͽ.ͻ;)

leads to a linear approximation of the continuum gauge transporter. For this reason,
the link variables are also often referred to as (lattice) gauge transporters. Note that the
definition for negative µ-directions is obtain viaͼ

U−µ(x) ≡
[
Uµ(x− µ̂)

]†
= exp

[
−igaAµ(x− µ̂)

]
, (ͽ.ͻͿ)

where we used A†
µ = Aµ. In order to satisfy Uµ ∈ SU(Nc), the gauge fields Aµ have to

be elements of the associated Lie algebra su(Nc), i.e. Aµ(x) ≡ Aaµ(x)T
a, as introduced in

Section ͼ.ͻ.

With this knowledge, we are now able to define a covariant symmetric derivative on the
lattice,

Dµψ(x) ..=
1

2a

[
Uµ(x)ψ(x+ µ̂)− U−µ(x)ψ(x− µ̂)

]
, (ͽ.ͻ΀)

leading us to a gauge invariant Lagrangian density, which is usually referred to as the
naive fermion Lagrangian density,

LnaiveF =
∑
f

ψf (x)

(
iγµDµψf (x)−mfψf (x)

)
. (ͽ.ͻ΁)

This choice has the correct continuum limit (cf. (B.Ϳ)) and is invariant under local SU(Nc)

gauge transformations (ͼ.΁), nevertheless, it is still labeled “naive”. The reason why this
is the case has its origin in the famous doubling problem, which we will carry out in the
following.
According to (ͼ.;) and (ͽ.ͻ΁), the naive lattice Dirac operator takes the following form

D(x, y) = iγµ
Uµ(x)δx+µ̂,y − U−µ(x)δx−µ̂,y

2a
−mδxy , (ͽ.ͻ΂)

ͼWe will mostly use the abbreviating notation U†
µ(x − µ̂) ≡

[
Uµ(x − µ̂)

]†, which should not lead to any
confusion since we never treat spacetime arguments as (matrix) indices.

ͼ;



΁.΀ Fermions on a Minkowski lattice

with (ͽ.ͻ΁) becoming

LnaiveF =
∑
f

ψf (x)D(x, y)ψf (y) . (ͽ.ͻ΃)

One consequence of Wick’s theorem [;ͻ] – amongst others – is that the physically
meaningful n-point functions are directly related to the fermion propagator. Further-
more, the latter is up to a prefactor equivalent to the inverse of the Dirac operator and
hence it is convenient to take closer look at its lattice representation.
As it is frequently the case, operator inversions are more comfortable in Fourier space,

which also applies for the present issue. Performing a Fourier transformation of (ͽ.ͻ΂)
yields D̃(p, q) = δ(p− q)D̃(p), where we defined the Dirac operator in momentum space,

D̃(p) = −1

a
γµ sin(apµ)−m. (ͽ.ͼͺ)

For simplicity and since the discussion of the doubling problem remains unimpaired,
we considered trivial gauge fields, i.e. Uµ=1. In the massless case, the inverse can easily
be obtained with the help of (A.ͻ;) and we finally end up with the lattice version of the
inverse Dirac operator in momentum space,

D̃−1(p)
∣∣∣
m=0

= − aγµ sin(apµ)
sin(apµ) sin(apµ)

. (ͽ.ͼͻ)

Obviously, it has the correct naive continuum limit,

D̃−1(p)
∣∣∣
m=0

a→0−−→ −γ
µpµ
p2

, (ͽ.ͼͼ)

and the inverse of the Dirac operator in position space is then obtained by inverting the
Fourier transformation.
However, recalling the definition area of the lattice momenta, pµ ∈

(
−π
a
, π
a

]
, and com-

paring the lattice expression (ͽ.ͼͻ) with its continuum limit (ͽ.ͼͼ), we identify – due to
the sine function – additional poles on the lattice located at the edges of the Brillouin
zone. These unphysical poles,

(
π
a
, 0, . . . , 0

)
, . . . ,

(
π
a
, . . . , π

a

)
, are called doublers, of which

there are
∑d

i=1

(
d
i

)
in d dimensions, and hence 15 in our four-dimensional Minkowski

spacetime.
Oneway to circumvent the doubling issue is to add a so-calledWilson term to the Dirac

operator. It is defined in momentum space as

−1

a

∑
µ

[
1− cos(apµ)

]
(ͽ.ͼͽ)

and obviously vanishes at the physical pole pµ=0. Furthermore, for each component of
the momentum being π

a
it becomes 2

a
, which is acting as an additional mass term for the

unphysical doublers. Hence, in the naive continuum limit, a → 0, the doublers become
infinitely heavy and decouple from the theory.

ͼͿ
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A Fourier transformation of (ͽ.ͼͽ) leads to theWilson term that we have to add to the
naive Lagrangian density (ͽ.ͻ΁),

a

2
ψ□Lψ , (ͽ.ͼ;)

where □L is the covariant lattice version of the d’Alembert operator and defined as

□Lψ(x) ..=
1

a2

∑
µ

[
Uµ(x)ψ(x+ µ̂)− 2ψ(x) + U−µ(x)ψ(x− µ̂)

]
. (ͽ.ͼͿ)

We end up with the fermionic part of the QCD Lagrangian density forWilson fermions,

LLF =
∑
f

ψf

(
iγµDµψf −mfψf + r

a

2
□Lψf

)
≡ 1

a4

∑
f

Ψf

(
iγµD̄µΨf − m̄fΨf +

r

2
□̄LΨf

)
.

(ͽ.ͼ΀)

We introduced the so-called Wilson parameter r, which allows us to study the system
depending on the presence of the doublers, i.e., it allows us to switch the doublers on
(r = 0) and off (r = 1). Moreover, in the last line we introduced rescaled dimensionless
fermionic fields and masses as well as dimensionless versions of the derivatives defined
in (ͽ.ͻ΀) and (ͽ.ͼͿ),

ψ → Ψ ..= a3/2ψ , (ͽ.ͼ΁a)

mf → m̄f
..= amf , (ͽ.ͼ΁b)

Dµ → D̄µ ..= aDµ , (ͽ.ͼ΁c)

□L → □̄L
..= a2□L . (ͽ.ͼ΁d)

With (ͽ.ͼ΀) we now have constructed a fermionic QCD Lagrangian density on the lat-
tice, which is invariant under local SU(Nc) gauge transformations (ͼ.΁), has the correct
continuum limit (ͼ.;) and is free of doublers. Together with (ͼ.ͼͺ) and (ͼ.ͼ΂) we obtain
the Hamiltonian density for the fermionic part of QCD,

HL
F =

∑
f

ψf

(
mfψf − iγiDiψf − r

a

2
□Lψf

)
≡ 1

a4

∑
f

Ψf

(
m̄fΨf − iγiD̄iΨf −

r

2
□̄LΨf

)
,

(ͽ.ͼ΂)

where we made us of the temporal gauge (ͼ.ͼͿ).

Recalling the symmetry analysis made in Section ͼ.ͻ.ͼ, the additional Wilson term
breaks chiral symmetry (ͼ.ͻ΂) explicitly on the lattice, even in the massless case. Since
our focus is not on chiral symmetry (breaking) effects, Wilson fermions are still a suitable
choice for our analysis. Furthermore, the Nielsen–Ninomiya theorem [;ͼ–;;] states, that
it is impossible to construct a Dirac operator D having the following properties simulta-
neously [;Ϳ]:

ͼ΀
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ͻ. D̃(p) is a periodic, analytic function of pµ. ↔ D is local

ͼ. D̃(p) ∝ γµpµ for a|pµ| ≪ 1. ↔ correct continuum limit

ͽ. D̃(p) is invertible everywhere except for pµ = 0. ↔ no doublers

;. {γ5,D} = 0. ↔ chiral symmetry

There are other lattice discretizations of fermions, e.g., the so-called staggered formula-
tion [;΀], which incorporates chiral symmetry. In this approach doublers are still present
but their number is reduced (from ͻ΀ to ; in four dimensions) and the remaining ones
are treated as tastes of the continuum fermions. These tastes can then be removed by a
rooting procedure, which is though – at the time of writing – still a controversial method.
Nevertheless, replacing the fourth condition of the Nielsen–Ninomiya theorem by the

so-called Ginsparg-Wilson equation [;΁],

{γ5,D} = aDγ5D , (ͽ.ͼ΃)

allows for lattice descriptions of fermions, which violate chiral symmetry for finite a but
restore it in the continuum limit. Several fermion formulations fulfilling the milder chi-
rality constraint (ͽ.ͼ΃) have been developed, such as fixed point [;΂], domainwall [;΃–Ϳͻ]
or overlap [Ϳͼ,Ϳͽ] fermions. The major drawback of theses formulations, however, is the
large amount of computational costs, which is a further justification for our choice of
Wilson fermions.

3.3 StochasƟc fermion implementaƟon

The classicality condition (ͼ.΁΃) introduced in Section ͼ.; breaks down for fermionic
degrees of freedom due to the Pauli exclusion principle. Hence, the fermions in our im-
plementation have to be treated quantum mechanically.
To this end, we perform a canonical quantization of the fermionic field and follow [Ϳ;]

apart from the convention of the Fourier transform, which we choose to be symmetric
(cf. Appendix B.ͼ). Hence, a Fourier decomposition in terms of creation and annihilation
operators yields

ψ(x) =

∫
d3p

(2π)
3
2

1√
2p0

∑
s

(
as(p⃗)us(p) e−ipx+b†s(p⃗)vs(p) e

ipx
)
, (ͽ.ͽͺ)

ψ̄(x) =

∫
d3p

(2π)
3
2

1√
2p0

∑
s

(
a†s(p⃗)ūs(p) e

ipx+bs(p⃗)v̄s(p) e−ipx
)
, (ͽ.ͽͻ)

where the Dirac spinors u and v are solutions of the free (Ai = 0) Dirac equation for
positive and negative energies, respectively. In our case, they are defined as solutions of

ͼ΁



Chapter ΁ Semiclassical lattice gauge theory

the free lattice Dirac equation (Ui=1) at initial time. In momentum space it reads[
1

āt
sin(ātp̄0)− γ0

(
m+ r

∑
i

[
1− cos(p̄i)

])]
w(p⃗) = 0 , (ͽ.ͽͼ)

withw ∈ (u, v). We defined the dimensionlessmass m̄=aσm as well as the dimensionless
;-momentum p̄µ ..= aσpµ. The lattice Dirac equation becomes equivalent to its continuum
expression, (

γµsµ − µ
)
w(p⃗) = 0 , (ͽ.ͽͽ)

by defining

s0 ..=
1

āt
sin(ātp̄0) , (ͽ.ͽ;a)

si ..= sin(p̄i) , (ͽ.ͽ;b)

µ ..=m+ r
∑
i

[
1− cos(p̄i)

]
. (ͽ.ͽ;c)

For equal momenta, the Dirac spinors are normalized byͽ

ūrus = 2µδrs , u†rus = 2s0δrs , (ͽ.ͽͿ)

v̄rvs = −2µδrs , v†rvs = 2s0δrs , (ͽ.ͽ΀)

which is in accordance with the continuum normalization (c.f., e.g., [Ϳ;]) by identify-
ing sµ as the lattice ;-momentum, with corresponding mass term µ, obeying the lattice
equivalent of the energy-momentum relation,

s0(p⃗) =

√∑
i

s2i (p⃗) + µ2(p⃗) . (ͽ.ͽ΁)

So far, the implementation is straightforward, but difficulties arise at the stage of im-
plementing the creation and annihilation operators, which have to obey

{ar(p⃗), a†s(q⃗)} = {br(p⃗), b†s(q⃗)} = (2π)
3
2 δrsδ(p⃗− q⃗) , (ͽ.ͽ΂)

with all other anticommutators vanishing.

A possible solution is the description in terms of so-called low-cost fermions [ͻͼ],
which are based on a stochastic approach towards the anticommutation relations (ͽ.ͽ΂).
To this end, gendered (male and female) fermions are introduced, which only differ in the
sign between the positive and negative energy solutions,

ψM/F(x) =
1√
2

∫
d3p

(2π)
3
2

1√
2p0

∑
s

(
ξs(p⃗)us(p⃗) e−ipx± ηs(p⃗)vs(p⃗) e+ipx

)
, (ͽ.ͽ΃a)

ψ̄M/F(x) =
1√
2

∫
d3p

(2π)
3
2

1√
2p0

∑
s

(
ξ∗s (p⃗)ūs(p⃗) e

+ipx± η∗s(p⃗)v̄s(p⃗) e−ipx
)
, (ͽ.ͽ΃b)

ͽThe explicit expressions for the Dirac spinors u and v can be found in Appendix D.ͽ.ͻ.
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Figure ͽ.ͼ: The Fermi-Dirac distribution (ͽ.;ͻ) for different energy-
temperature ratios E/T .

where creation and annihilation operators have been replaced by random complex num-
bers obeying the following distribution;

⟨ξr(p⃗)ξ∗s (q⃗)⟩ = (2π)
3
2 δrsδ(p⃗− q⃗)

(
1− 2nFD(p⃗)

)
, (ͽ.;ͺa)

⟨ηr(p⃗)η∗s(q⃗)⟩ = (2π)
3
2 δrsδ(p⃗− q⃗)

(
1− 2nFD(p⃗)

)
. (ͽ.;ͺb)

Note that we again used the symmetric convention for the Fourier transform, which dif-
fers from the one in [ͻͼ] and, additionally, we use a distinct normalization of the Dirac
spinors u and v.
In (ͽ.;ͺ) we introduced the Fermi-Dirac distribution nFD, which reads for vanishing

chemical potential

nFD
(
E(p⃗), T

)
=

1

exp
(
E(p⃗)
T

)
+ 1

. (ͽ.;ͻ)

From Figure ͽ.ͼ we obtain that the width of the amplitude in the distribution (ͽ.;ͺ)
ranges from 0 to 1, where the first border corresponds to the limit T→∞, and the second
to a vacuum initialization (T =0).
The physical correlation function is then replaced by an ensemble average ⟨ · , · ⟩ens over

Nens independently drawn ensembles (ξ, η),Ϳ⟨
ψ̄(x)ψ(y)

⟩
= −

⟨
ψ̄M/F(x)ψF/M(y)

⟩
ens . (ͽ.;ͼ)

Having initializedNens fermionicmale and female fields, we can easily reduce the stochas-
tic noise be averaging over the two possible correlator expressions, that are analytically
;The initialization of the complex random numbers ξ and η is realized by drawing standard Gaussian
distributed amplitudes multiplied by a width corresponding to (ͽ.;ͺ), which are thenmultiplied by eiθ,
where the random (real) phases θ are uniformly distributed over [0, 2π].

ͿThe corresponding derivation can be found in Appendix D.ͽ.ͼ
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equivalent and use instead of (ͽ.;ͼ) the following expression,⟨
ψ̄(x)ψ(y)

⟩
= −1

2

(⟨
ψ̄M(x)ψF(y)

⟩
ens +

⟨
ψ̄F(x)ψM(y)

⟩
ens

)
. (ͽ.;ͽ)

We perform a cross-check by comparing the energy density of a free Fermi gas, which
we can both compute in our stochastic fermion implementation and also analytically
via [ͿͿ]

ϵψ(T ) =
gψ

(2π)3

∫ ∞

−∞
d3pE(p⃗)nFD

(
E(p⃗), T

)
aσ→ 0
=

gψ
(2π)3

∫ π
aσ

− π
aσ

d3p a−1
σ s0(p⃗)nFD

(s0(p⃗)
aσ

, T
)

=
1

a4σ

gψ
(2π)3

∫ π

−π
d3p s0

( p⃗
aσ

)
nFD

(
s0

( p⃗
aσ

)
, aσT

)
,

(ͽ.;;)

with the degeneracy factor gψ=2×2×3=12, including two polarizations, three colors and
an additional factor of two for fermions and antifermions. We restricted the momentum
integration to the first Brillouin zone, replaced the energy E ≡ p0 by the dimensionless
lattice expression (ͽ.ͽ;a) and performed a change of variables to get from the second to
the third line.
The definition of the energy density based on the stochastic fermions follows from

the Hamiltonian density (ͽ.ͼ΂) for a single flavor, where we use (ͽ.;ͽ) to replace the
respective correlators by ensemble averages of the gendered fermions,

ϵψ = − 1

2a4σ

(
m̄
⟨
ΨMΨF

⟩
ens − i

⟨
ΨMγ

iD̄iΨF⟩ens −
r

2

⟨
ΨM□̄LΨF⟩ens

+ m̄
⟨
ΨFΨM

⟩
ens − i

⟨
ΨFγ

iD̄iΨM⟩ens −
r

2

⟨
ΨF□̄LΨM⟩ens

)
.

(ͽ.;Ϳ)

We dropped all arguments for the sake of clarity and since it should be easy to restore
them. Note that the temperature only enters through the initialization of the complex
random numbers (ͽ.;ͺ), which depends on the Fermi-Dirac distribution (ͽ.;ͻ). We also
want to stress that the continuous Fourier transformations in (ͽ.ͽ΃) and (ͽ.;ͺ) have to
be substituted by the corresponding lattice versions (cf. Appendix B.ͼ).

The comparison of (ͽ.;;) and (ͽ.;Ϳ) is given in Figure ͽ.ͽ, where we see a perfect
agreement and can thus assume a correct implementation of the stochastic fermions.
Removing the unphysical doublers, corresponding to r = 1 in Figure ͽ.ͽ, reduces the

number of particles and should thus lead to a lower energy density. However, for T
m
≳17

this is obviously not the case anymore. The reason for this has its origin in the fact that
the doubler term acts like an additional mass term (cf. Section ͽ.ͼ).
Looking at the integrand in (ͽ.;;), E(p⃗)nFD(E, T ), we see that for small temperatures

the additional exponential damping due to the doubler term in the Fermi-Dirac distri-
bution dominates the additional energy coming from the additional mass term in the

ͽͺ
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Figure ͽ.ͽ: Temperature dependence of the fermionic energy density
scaled by the mass with and without the doubler term. The lines rep-
resent the analytic result (ͽ.;;) and the dots the respective outcome of
our simulation based on stochastic fermions (ͽ.;Ϳ) for a single run.

nominator. On the other hand, for large temperatures, independent of the doubler term,
nFD→ 1

2
= const., which means that only the energy E(p⃗) becomes relevant. The latter

is larger if the doubler term is present due to the additional mass and hence this also
applies to the constant which ϵψ approaches.

3.4 Gluonic laƫce Hamiltonian density

After having established a suitable fermion implementation in the preceding two sec-
tions, we will now construct the gluonic part of our lattice description. The key element
of this theory is the so-called plaquette, which is the shortest, non-trivial closed loop on
the lattice. It is depicted on the right-hand side of Figure ͽ.ͻ and defined as

Uµν(x) ..= Uµ(x)Uν(x+ µ̂)U−µ(x+ ν̂ + ν̂)U−ν(x+ ν̂)

≡ Uµ(x)Uν(x+ µ̂)U †
µ(x+ ν̂)U †

ν(x) .
(ͽ.;΀)

UsingAµ(x+ν̂)=Aµ(x)+aν∂νAµ(x)+O(a2) togetherwith the Baker-Campbell-Hausdorff
formula for matrix exponentials one obtains

Uµν(x) = exp
[
igaµaνFµν(x) +O(a3)

]
, (ͽ.;΁)

with the field strength tensor (ͼ.΂), which demonstrated the physical importance of the
plaquette. Note that we introduced lattice spacings with indices allowing for an anisotro-
pic lattice description. This is a necessary step as we will see in the following sections,
where we construct the gluonic lattice Hamiltonian both in ordinary Minkowski space,

ͽͻ



Chapter ΁ Semiclassical lattice gauge theory

namely the static box scenario, and in the comoving formulation corresponding to an
expanding system.

3.4.1 The staƟc box scenario

Before we construct our lattice Hamiltonian density in the static box formulation, we will
introduce rescaled fields in order to ease the implementation on a computer. To do so,
we first have to determine the (energy) dimensions of the relevant variables,

[aσ] = [L] = −1 , [at] = [L] = −1 ,

[Ai] =

[
1

L

]
= 1 , [Ei] =

[
1

L2

]
= 2 ,

[t] = [L] = −1 .

(ͽ.;΂)

In our static box calculations we only consider lattices, that are isotropic in space, i.e.,
ax=ay=az≡aσ. The time discretization length at, in turn, will be much smaller (due to
reasons that will be discussed in Section Ϳ.;) and hence is labeled differently.
According to (ͽ.;΂), we rescale the fields and also the time variables in the following

convenient way:

Ai → Āi ..= gaσAi , (ͽ.;΃a)

Ei → Ēi ..= ga
2
σEi , (ͽ.;΃b)

at → āt ..=
at
aσ
, (ͽ.;΃c)

t→ t̄ ..=
t

aσ
. (ͽ.;΃d)

Regarding the definition of the gluonic field strength tensor (ͼ.΂), we can – together
with (ͽ.;΂) – read off its dimension,

[Fµν ] =

[
1

L2

]
= 2 , (ͽ.Ϳͺ)

and define its rescaled version,

Fµν → F̄µν ..= gaµaνFµν . (ͽ.Ϳͻ)

We can then rewrite the gluonic Lagrangian density (ͼ.ͽͼ) in terms of the rescaled
quantities,

LrescaledG =
1

g2a4σ
Tr
[
1

ā2t
F̄ 2
0i −

∑
i<j

F̄ 2
ij

]
. (ͽ.Ϳͼ)
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By using the relation

ReTr(1− Uµν) = ReTr
{
1− exp

[
igaµaνFµν +O(a3)

]}
= ReTr

{
− i
[
gaµaνFµν +O(a3)

]
+

1

2
g2a2µa

2
νF

2
µν +O(a6)

}
= Tr

{
1

2
g2a2µa

2
νF

2
µν +O(a6)

}
= Tr

{
1

2
F̄ 2
µν +O(a6)

}
, (ͽ.Ϳͽ)

we are finally able to write down the lattice Lagrangian density,

LLG =
2

g2a4σ
ReTr

[
1

ā2t

∑
i

(1− U0i)−
∑
i<j

(1− Uij)
]
. (ͽ.Ϳ;)

Using the rescaled chromo-electric field (ͽ.;΃b) and the rescaled field strength tensor
(ͽ.Ϳͻ) yields the rescaled version of the Hamiltonian density (ͼ.ͽ΃),

Hrescaled
G =

1

g2a4σ
Tr
[∑

i

Ē2
i +

∑
i<j

F̄ 2
ij

]
. (ͽ.ͿͿ)

Ultimately, using again (ͽ.Ϳͽ), we obtain our lattice Hamiltonian density,

HL
G =

1

g2a4σ
ReTr

[∑
i

Ē2
i + 2

∑
i<j

(1− Uij)
]
. (ͽ.Ϳ΀)

3.4.2 FormulaƟon in an expanding system

In complete analogy to Section ͽ.;.ͻ, we will now construct the lattice Hamiltonian den-
sity in comoving coordinates. The (energy) dimensions in this formulation, which we
will refer to as the expanding system, read

[a⊥] = [L] = −1 , [aτ ] = [L] = −1 ,

[τ ] = [L] = −1 , [η] = [1] = 0 ,

[Ai] =

[
1

L

]
= 1 , [Aη] = [1] = 0 ,

[Ei] =

[
1

L

]
= 1 , [Eη] =

[
1

L2

]
= 2 .

(ͽ.Ϳ΁)

These relations can easily be checked by a dimensional analysis of (ͼ.;ͽ), (ͽ.ͻ;) and
(ͼ.;΃), respectively. Accordingly and in correspondence with the rescaling in the static
box (ͽ.;΃), we rescale the field variables and the proper time in the following way:

aτ → āτ ..=
aτ
a⊥

, (ͽ.Ϳ΂a)

τ → τ̄ ..=
τ

a⊥
=
nτaτ
a⊥
≡ nτ āτ , (ͽ.Ϳ΂b)

Ai → Āi ..= ga⊥Ai , Aη → Āη ..= gAη , (ͽ.Ϳ΂c)

Ei → Ēi ..= ga⊥Ei , Eη → Ēη ..= ga2⊥Eη . (ͽ.Ϳ΂d)
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Chapter ΁ Semiclassical lattice gauge theory

Regarding the definition of the field strength tensor (ͼ.΂), we obtain different dimensions
in its components,

[Fτj] = [Fij] =

[
1

L2

]
= 2 , [Fτη] = [Fiη] =

[
1

L

]
= 1 , (ͽ.Ϳ΃)

which, however, allows for the same rescaled definition as in the static box (ͽ.Ϳͻ) due
to the different dimensions of the lattice spacings. The Lagrangian density (ͼ.;΁) thus
becomes

LrescaledG = Tr
[
a⊥τ̄

F̄ 2
τi

(gaτa⊥)2
+

1

a⊥τ̄

F̄ 2
τη

(gaτaη)2
− a⊥τ̄

F̄ 2
12

(ga⊥)2
− 1

a⊥τ̄

F̄ 2
iη

(gaηa⊥)2

]
=

1

g2a3⊥
Tr
[
τ̄ F̄ 2

τi

ā2τ
+

F̄ 2
τη

ā2τa
2
η τ̄
− τ̄ F̄ 2

12 −
F̄ 2
iη

a2η τ̄

]
. (ͽ.΀ͺ)

By once again expressing the rescaled, dimensionless field strength tensor in terms of
plaquettes, i.e. by using (ͽ.Ϳͽ), we end up with the gluonic lattice Lagrangian density in
comoving coordinates,

LLG =
2

g2a3⊥
ReTr

[
τ̄

ā2τ

∑
i

(1− Uτi) +
1

ā2τa
2
η τ̄

(1− Uτη)− τ̄(1− U12)−
1

a2η τ̄

∑
i

(1− Uiη)
]
.

(ͽ.΀ͻ)

The rescaled version of the Hamiltonian density (ͼ.Ϳͺ) then reads

Hrescaled
G =

1

g2a3⊥
Tr

[
Ē2
i

τ̄
+ τ̄ Ē2

η + τ̄ F̄ 2
12 +

1

a2η

F̄ 2
iη

τ̄

]
, (ͽ.΀ͼ)

finally yielding the lattice version of the gluonic Hamiltonian density for the expanding
system,

HL
G =

1

g2a3⊥
ReTr

[
Ē2
i

τ̄
+ τ̄ Ē2

η + 2τ̄(1− U12) +
2

a2η τ̄

∑
i

(1− Uiη)
]
. (ͽ.΀ͽ)

3.5 Laƫce equaƟons of moƟon

3.5.1 StaƟc box

Chromo-electric fields

As analogously done in the continuum, we obtain the time evolution of the conjugate
momenta, namely the chromo-electric fields (ͼ.ͽ;), from the Hamilton’s equations of
motion (ͼ.ͼͼ). The functional derivative defined in (ͼ.ͼͽ) reduces in our case to an ordi-
nary field derivative since the lattice Hamiltonian density (ͽ.Ϳ΀) is independent of spacial
derivatives of A,

∂tE
a
i = −δH

L

δAai
≡ −∂H

L

∂Aai
. (ͽ.΀;)
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΁.΃ Lattice equations of motion

The full lattice Hamiltonian is given by the gluonic part HL
G defined in (ͽ.Ϳ΀) and the

fermionic partHL
F defined in (ͽ.ͼ΂),

HL = HL
G +HL

F . (ͽ.΀Ϳ)

In terms of the rescaled, dimensionless quantities defined in (ͽ.;΃), we end up with the
equations of motion for chromo-electric field components,

∂t̄Ē
a
i (x) = −g2a4σ

∂HL

∂Āai (x)

= 2
∑
j ̸=i

ImTr
{
T a
[
Uji(x) + U−ji(x)

]}
+ i

g2

2

{
i
[
Ψ(x)γiT aUi(x)Ψ(x+ ı̂) + Ψ(x+ ı̂)γiU−i(x+ ı̂)T aΨ(x)

]
+ r
[
Ψ(x) T aUi(x)Ψ(x+ ı̂)−Ψ(x+ ı̂) U−i(x+ ı̂)T aΨ(x)

]}
,

(ͽ.΀΀)

where a detailed derivation can be found in Appendix C.ͻ.ͻ.

Gauge link variables

In temporal gauge (ͼ.ͼͿ), the plaquettes including the time direction reduce to

U0i(x) = Ui(x+ t̂)U †
i (x) . (ͽ.΀΁)

On the other hand, we can express these plaquettes via (ͽ.;΁) and insert the definition
of the field strength tensor (ͼ.΂) yielding

U0i(x) = exp
[
igataσF0i(x) +O(a3)

]
= exp

[
igataσ∂tAi(x) +O(a3)

]
. (ͽ.΀΂)

By equating these two expressions, we obtain

Ui(x+ t̂) = exp
[
igataσ∂tAi(x)

]
Ui(x) , (ͽ.΀΃)

where we neglected the O(a3) terms in the exponential function and multiplied both
sides by Ui(x). With the conjugate momenta (ͼ.ͽ;) we finally get

Ui(x+ t̂) = exp
[
igataσEi(x)

]
Ui(x) = exp

[
iātĒi(x)

]
Ui(x) . (ͽ.΁ͺ)

These are the equations of motion for the components of the gauge fields.

Fermionic fields

From the continuumexpression of theHamiltonian equations ofmotion for the fermionic
degrees of freedom (ͼ.ͼ΂) we can easily obtain the time evolution of the dimensionless

ͽͿ



Chapter ΁ Semiclassical lattice gauge theory

fields (ͽ.ͼ΁a),΀

∂t̄Ψ(x) = −i ∂H
L

∂Ψ†(x)

= −im̄γ0Ψ(x)− 1

2
γ0γi

[
Ui(x)Ψ(x+ ı̂)− U−i(x)Ψ(x− ı̂)

]
+ i

r

2
γ0
∑
i

[
Ui(x)Ψ(x+ ı̂)− 2Ψ(x) + U−i(x)Ψ(x− ı̂)

]
. (ͽ.΁ͻ)

3.5.2 Expanding system

Chromo-electric fields

As it was also the case in the static box, our lattice Hamiltonian density in comoving
coordinates (ͽ.΀ͽ) is again independent of spacial derivatives of A yielding

∂τE
a
i = −δH

L

δAai
≡ −∂H

L

∂Aai
, (ͽ.΁ͼa)

∂τE
a
η = −δH

L

δAaη
≡ −∂H

L

∂Aaη
. (ͽ.΁ͼb)

Since we do not include fermions in the expanding system, we have HL ≡ HL
G. A refor-

mulation via the rescaled, dimensionless quantities (ͽ.Ϳ΂) yields΁

∂τ̄ Ē
a
i (x) = −g2a3⊥

∂HL
G

∂Āai (x)

= 2 ImTr
{
T a
(
τ̄
∑
j ̸=i

[
Uji(x) + U−ji(x)

]
+

1

a2η τ̄

[
Uηi(x) + U−ηi(x)

])}
, (ͽ.΁ͽa)

∂τ̄ Ē
a
η (x) = −g2a3⊥

∂H
∂Āaη(x)

=
2

aη τ̄

∑
j

ImTr
{
T a
[
Ujη(x) + U−jη(x)

]}
. (ͽ.΁ͽb)

Gauge link variables

In complete analogy to the steps performed in Section ͽ.Ϳ.ͻ, we find

Uµ(x+ τ̂) = exp
[
igaτaµ∂τAµ(x)

]
Uµ(x) , (ͽ.΁;)

by dropping all terms ofO(a3) in the exponential function. With the conjugate momenta
defined in (ͼ.;΃) we get the equations of motion for the gauge fields in the expanding
formulation,

Ui(x+ τ̂) = exp
[
i
gaτa⊥
τ

Ei(x)

]
Ui(x) = exp

[
i
āτ
τ̄
Ēi(x)

]
Ui(x) , (ͽ.΁Ϳa)

Uη(x+ τ̂) = exp
[
igaτaητEη(x)

]
Uη(x) = exp

[
iāτaη τ̄ Ēη(x)

]
Uη(x) . (ͽ.΁Ϳb)

΀A detailed derivation can be found in Appendix C.ͻ.ͼ.
΁We once again refer to the appendix for details, in this case to Appendix C.ͼ.ͻ.
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΁.΃ Lattice equations of motion

3.5.3 Summary of the field’s Ɵme evoluƟon on the laƫce

We solve the partial differential equations by the so-called finite differencemethod. In our
case this means, that the partial derivatives in (ͽ.΀΀) and (ͽ.΁ͽ) are replaced by forward
discretized derivatives (B.ͻ), which allows for an iterative computation of the field’s time
evolution within our lattice setup. In order to partly compensate for the loss of accuracy
owed to the stochastic description, we utilize the symmetric discretized derivative (B.ͽ)
for the evolution of the fermions (ͽ.΁ͻ).
In the following, we give a summary of the lattice implementation of the equations of

motion for both the formulation inMinkowski coordinates (static box) and the comoving
framework (expanding system).

StaƟc box

Ui(x+ t̂) = exp
[
iātĒi(x)

]
Ui(x) (ͽ.΁΀a)

Ēa
i (x+ t̄) = Ēa

i (x) + 2āt
∑
j ̸=i

ImTr
{
T a
[
Uji(x) + U−ji(x)

]}
+ i

g2

2

⟨
i
[
Ψ(x)γiT aUi(x)Ψ(x+ ı̂) + Ψ(x+ ı̂)γiU−i(x+ ı̂)T aΨ(x)

]
(ͽ.΁΀b)

+ r
[
Ψ(x) T aUi(x)Ψ(x+ ı̂)−Ψ(x+ ı̂) U−i(x+ ı̂)T aΨ(x)

]⟩
Ψ(x+ t̂) = Ψ(x− t̂)− 2iātm̄γ0Ψ(x)

− ātγ0γi
[
Ui(x)Ψ(x+ ı̂)− U−i(x)Ψ(x− ı̂)

]
+ irātγ0

∑
i

[
Ui(x)Ψ(x+ ı̂)− 2Ψ(x) + U−i(x)Ψ(x− ı̂)

] (ͽ.΁΀c)

Expanding system

Ui (x+ τ̂) = exp
[
i
āτ
τ̄
Ēi(x)

]
Ui(x) (ͽ.΁΁a)

Uη(x+ τ̂) = exp
[
iāτaη τ̄ Ēη(x)

]
Uη(x) (ͽ.΁΁b)

Ēa
i (x+ τ̂) = Ēa

i (x) + 2āτ ImTr
{
T a
(
τ̄
∑
j ̸=i

[
Uji(x) + U−ji(x)

]
+

1

a2η τ̄

[
Uηi(x) + U−ηi(x)

])} (ͽ.΁΁c)

Ēa
η (x+ τ̂) = Ēa

η (x) +
2āτ
aη τ̄

∑
j

ImTr
{
T a
[
Ujη(x) + U−jη(x)

]}
(ͽ.΁΁d)

Note, that the average in (ͽ.΁΀b) has to be performedwithin the scope of our stochastic
fermion description, i.e., we have to utilize (ͽ.;ͽ) yielding an extra minus sign for the
fermionic part. In Appendix C.ͻ.ͻ we give the corresponding explicit expression.
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Chapter ΁ Semiclassical lattice gauge theory

As a cross-check, one can simultaneously take the limits τ̄ → 1 (⇔ τ → a⊥) and aη → 1

in the expanding formulation (ͽ.΁΁) and will obtain the gluonic part of the equations of
motion in the static box (ͽ.΁΀).
We note that the proper time explicitly appears in the evolution equations of comoving

description. For the implementation on a computer it is crucial to remember that all
these variables have to be replaced by τ̄≡nτ āτ , where nτ is the iteration step in the time
evolution.

3.6 Gauss’s law

Although we perform our calculations in temporal gauge (ͼ.ͼͿ), we can apply the Euler-
Lagrange equationswith respect toA0 before fixing the gauge. This results in a constraint,
referred to as Gauss’s law, which the fields have to fulfill at every step of the system’s time
evolution.
Physically meaningful initial conditions are chosen to fulfill Gauss’s law. In addition,

since it is conserved by the equations of motion in the continuum limit, it is a non-
dynamical constraint. Nevertheless, due to numerical discrepancies, we can get small
deviations during our lattice simulation which have to be monitored.
Applying the Euler-Lagrange equations (D.ͻ) for the fields Āt to our gluonic lattice

Lagrangian density in the static box (ͽ.Ϳ;) yields΂

0 = − 2

ga3σāt

∑
i

ReTr
{
iT a
[
Ut(x)Ui(x+ 0̂)U−t(x+ 0̂ + ı̂)U−i(x+ ı̂)

−U−i(x)Ut(x− ı̂)Ui(x− ı̂+ 0̂)U−t(x+ 0̂)
]}∣∣∣∣

At=0

.

(ͽ.΁΂)

There are now to possibilities:

ͻ. We rebuild plaquettes and apply temporal gauge only at the stage of the lattice
implementation, yielding

0 = − 2

ga3σāt

∑
i

ImTr
{
T a
[
Uit(x) + U−it(x)

]}∣∣∣∣
At=0

. (ͽ.΁΃)

or

ͼ. We directly apply temporal gauge to (ͽ.΁΂), leading to an approximate version΃ of
Gauss’s law,

0 ≈ 2

ga3σ

∑
i

ReTr
{
T a
[
Ēi(x)− U−i(x)Ēi(x− ı̂)Ui(x− ı̂)

]}
. (ͽ.΂ͺ)

΂Corresponding detailed derivations can be found in Appendix C.ͻ.ͽ.
΃The approximation is due to the identification of a discretized (forward) time derivative leading to the
introduction of the chromo-electric fields and is thus of orderO(at). In the continuum this is obviously
an exact equation.
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΁.΄ Gauss’s law

We want to stress that both of these constraints have to be fulfilled for each color com-
ponent a and at any spacetime point x.
The advantage of (ͽ.΂ͺ) over (ͽ.΁΃) is that we can check Gauss’s law separately at each

time step. This means, we do not have to store or iterate additional gauge link variables.
On the other hand, (ͽ.΁΃) is the more accurate check, since we did not use an approx-
imation as we did in (ͽ.΂ͺ). We will check the different implementations and drop the
more costly but accurate version (ͽ.΁΃), if the deviation is negligible.
In order to monitor the deviations of (ͽ.΁΃) or (ͽ.΂ͺ) we define the deviation color

matrices

CU(x) ..= − 2

āt
T a
∑
i

ImTr
{
T a
[
Ui0(x) + U−i0(x)

]}∣∣∣∣
Ā0=0

(ͽ.΂ͻ)

and

CE(x) ..= 2T a
∑
i

ReTr
{
T a
[
Ēi(x)− U−i(x)Ēi(x− ı̂)Ui(x− ı̂)

]}
, (ͽ.΂ͼ)

where we swallowed the factor ga3σ to get dimensionless quantities in accordance with
(ͽ.;΃). A real-valued observable can then be defined as [Ϳ΀]

CU |E(t) ..=

√
1

V

∑
x⃗

Tr
[
C†
U |E(x)CU |E(x)

]
, (ͽ.΂ͽ)

where V = N2
⊥Nz is the lattice volume.

It is, however, also convenient to define the deviation of Gauss’s law via the root mean
square of (ͽ.΁΃),

CRMS
U (t) ..=

2

āt

√√√√ 1

NgV

∑
x⃗,a

(∑
i

ImTr
{
T a
[
Ui0(x) + U−i0(x)

]})2

∣∣∣∣∣∣
Ā0=0

, (ͽ.΂;)

or (ͽ.΁΃), respectively,

CRMS
E (t) ..= 2

√√√√ 1

NgV

∑
x⃗,a

(∑
i

ReTr
{
T a
[
Ēi(x)− U−i(x)Ēi(x− ı̂)Ui(x− ı̂)

]})2

, (ͽ.΂Ϳ)

where we average over the Ng generators and the volume V .
The computation of (ͽ.΂;) and (ͽ.΂Ϳ) is more efficient than the detour through the

matrix construction (ͽ.΂ͻ) or (ͽ.΂ͼ) and calculation of its Frobenius norm (ͽ.΂ͽ). We
will therefore mostly stick to the definition via the root mean squares.
On closer inspection, however, the definitions of the violation of Gauss’s law via the

Frobenius norm and the root mean square are equivalent up to a constant factor. To
show this, we rewrite the matrix defined in (ͽ.΂ͻ) as C(x) ≡ ca(x)T

a, with ca ∈ R, and

ͽ΃
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find by starting with the Frobenius norm of (ͽ.΂ͽ)

√
1

V

∑
x⃗

Tr
[(
ca(x)T a

)†(
cb(x)T b

)]
=

√
1

V

∑
x⃗

ca(x)cb(x)Tr
[
T aT b

]
=

√
1

V

∑
x⃗

ca(x)cb(x)
1

2
Tr
[{
T aT b

}]
=

1√
2

√
1

V

∑
x⃗,a

c2a(x) ,

(ͽ.΂΀)

where we used the cyclicity of the trace, the anticommutation relation (ͼ.ͼa) and the fact
that the generators T a are elements of the Lie group su(Nc), i.e., that they are hermitian
and traceless.

Up a factor
√

Ng

2
, the last line of (ͽ.΂΀) is exactly the definition of the Gauss violation

via the root mean square (ͽ.΂;).

3.6.1 Restoring algorithm

As discussed above, Gauss’s law can get slightly violated during our simulations due to
numerical fluctuations. To restore (ͽ.΁΃) or (ͽ.΂ͺ), respectively, we use an algorithm
adapted from [Ϳ΀], where the chromo-electric fields are iterated as

Ei(x)→ Ei(x) + γ
[
Ui(x)CU |E(x+ ı̂)U−i(x+ ı̂)− CU |E(x)

]
, (ͽ.΂΁)

with a real constant γ, which can be determined from a Fourier analysis of the Gauss
violation matrix CU |E .

Figure ͽ.; demonstrates the correct operation of the restoring algorithm (ͽ.΂΁) and
also shows the mentioned equivalence of the two definitions (ͽ.΂ͻ) and (ͽ.΂;). In the
zoomed plot, we can easily read off the factor that distinguishes the two curves, which is

indeed
√

Ng

2
= 2.

3.6.2 Gauss’s law in the expanding formulaƟon

Just like we did in the static box scenario, we can also obtain Gauss’s law in the expanding
formulation by applying the Euler-Lagrange equationswith respect toAτ before fixing the
gauge.
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Figure ͽ.;: Violation of Gauss’s law (ͽ.΁΃) on a 43 lattice via the Frobe-
nius norm (ͽ.΂ͻ) and the root mean square (ͽ.΂;) depending on the
number of iterations following the restoring algorithm (ͽ.΂΁). We
chose γ = 0.12 as suggested in [Ϳ΀]. The parameters given in the ti-
tle are unimportant for the moment and will become clear at a later
stage.

Applying (D.ͻ) to the Lagrangian density (ͽ.΀ͻ), we find (cf. Appendix C.ͼ.ͼ)

0 = − 2

ga2⊥āτ
ReTr

{
iT a
(
τ̄
∑
i

[
Uτ (x)Ui(x+ τ̂)U †

τ (x+ ı̂)U †
i (x)

− U †
i (x− ı̂)Uτ (x− ı̂)Ui(x− ı̂+ τ̂)U †

τ (x)
]

+
1

a2η τ̄

[
Uτ (x)Uη(x+ τ̂)U †

τ (x+ η̂)U †
η(x)

− U †
η(x− η̂)Uτ (x− η̂)Uη(x− η̂ + τ̂)U †

τ (x)
])}∣∣∣∣

Aτ=0

.

(ͽ.΂΂)

Now we once again have to choose at which point we apply the temporal gauge (ͼ.ͼͿ) (cf.
discussion in the static box framework below (ͽ.΁΂)). We either get

0 = − 2

ga2⊥āτ
ImTr

{
T a
(
τ̄
∑
i

[
Uiτ (x) + U−iτ (x)

]
+

1

a2η τ̄

[
Uητ (x) + U−ητ (x)

])}∣∣∣∣
Aτ=0

(ͽ.΂΃)

or

0 ≈ 2

ga2⊥
ReTr

{
T a
(∑

i

[
Ēi(x)− U−i(x)Ēi(x− ı̂)Ui(x− ı̂)

]
+

1

a2η

[
Ēη(x)− U−η(x)Ēη(x− η̂)Uη(x− η̂)

])}
. (ͽ.΃ͺ)
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Following the same line of argumentation as in the static box case, we define the dimen-
sionless deviation color matrices

CU(x) ..= − 2

āτ
T a ImTr

{
T a
(
τ̄
∑
i

[
Uiτ (x) + U−iτ (x)

]
+

1

a2η τ̄

[
Uητ (x) + U−ητ (x)

])}∣∣∣∣
Aτ=0

(ͽ.΃ͻ)

and

CE(x) ..= 2ReTr
{
T a
(∑

i

[
Ēi(x)− U−i(x)Ēi(x− ı̂)Ui(x− ı̂)

]
+

1

a2η

[
Ēη(x)− U−η(x)Ēη(x− η̂)Uη(x− η̂)

])}
.

(ͽ.΃ͼ)

The real-valued observable obtained via the Frobenius norm is then defined in the exact
same way as in (ͽ.΂ͽ).
Consequently, we define the equivalents of (ͽ.΂;) and (ͽ.΂Ϳ) in the comoving formu-

lation as

CRMS
U (t) ..=

2

āτ

√√√√ 1

NgV

∑
a,x⃗

(
ImTr

{
T a
(
τ̄
∑
i

[
Uiτ (x) + U−iτ (x)

]

+
1

a2η τ̄

[
Uητ (x) + U−ητ (x)

])})2

∣∣∣∣∣∣
Āτ=0

(ͽ.΃ͽ)

and

CRMS
E (t) ..= 2

√√√√ 1

NgV

∑
a,x⃗

(
ReTr

{
T a
(∑

i

[
Ēi(x)− U−i(x)Ēi(x− ı̂)Ui(x− ı̂)

]
(ͽ.΃;)

+
1

a2η

[
Ēη(x)− U−η(x)Ēη(x− η̂)Uη(x− η̂)

])})2

,

respectively.

3.7 Real-Ɵme staƟc potenƟal

In order to verify the correct implementation of the pure gauge part of our lattice equa-
tions of motion in the static box (ͽ.΁΀), we perform test simulations in thermal equi-
librium and compare our results of the time evolution of appropriate observables. We
use configurations produced with code parts written by C. Schäfer and refer to his PhD
thesis [Ϳ΁] for details of the corresponding computation, since equilibrium physics and
especially the thermalization process via the so-called Heatbath algorithm are of minor
interest for this work.
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Figure ͽ.Ϳ: The classical Wilson loop (left) and the imaginary part of
the real-time static potential (right) for ͻͺͺ configurations and lattice
parameters taken from [Ϳ΃].

A suitable observable within our classical framework is the imaginary part of the real-
time static potential, which has been extensively investigated in [Ϳ΂] and [Ϳ΃]. It is defined
via the so-calledWilson loop, which is given on the lattice by [΀ͺ]

L(x) ..= Tr
∏

(x,µ)∈C

Uµ(x) , (ͽ.΃Ϳ)

where C represents a closed loop of gauge links. For the computation of the static po-
tential, we will only consider rectangle Wilson loops, which are always extended both in
spacial and in time direction. In addition, temporal gauge (ͼ.ͼͿ) is applied and hence
the time expansion becomes trivial.
The classical part of the real-time static potential can then be obtained from (cf. [Ϳ΃])

Vcl(t, r) = i
∂tCcl(t, r)

Ccl(t, r)
, (ͽ.΃΀)

where we introduced the average over Wilson loops with equal spacial extent,

Ccl(t, r) ..=
1

Nc

⟨
L(t, r⃗)

⟩
|r⃗|=r

. (ͽ.΃΁)

In Figure ͽ.Ϳ we show the results for the classicalWilson loop (ͽ.΃΁) and the imaginary
part of the real-time static potential (ͽ.΃΀). With regard to possible differences in the
thermalization process and the corresponding Gauss’s law restoration (cf. Section ͽ.΀.ͻ),
we see a very close match between the results presented in [Ϳ΃] and ours. Note, that we
included two more spacial expansions, r/aσ = 5 and r/aσ = 6.
We can thus assume a correct code implementation of the lattice equations of mo-

tion (ͽ.΁΀) in the absence of fermions. The equivalent implementation in the comoving
framework will be cross-checked in Chapter ΁.

;ͽ
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3.8 ComputaƟon of classical-staƟsƟcal observables

Expectation values of observables in statistical mechanics are calculated via the func-
tional integral over all possible field configurations at initial time [ͿͿ]

⟨O⟩ =
∫
DA0DE0 ρ0[A0, E0]O[Acl, Ecl] , (ͽ.΃΂)

where ρ0[A0, E0] is the initial phase space density (cf. also Section ͼ.;). Since we are in-
terested in a classical description, the observables entering the integral have to be func-
tionals of classical fields, which is indicated by their respective indices.
Aswewill see in Chapter ;, the initial fieldsA0 andE0 are based on randomly initialized

variables. The expectation values can hence be evaluated by the ensemble average over
Nconf initial configurations (A0, E0),

⟨O⟩ ≈ 1

Nconf

∑
(A0,E0)

O[Acl, Ecl] . (ͽ.΃΃)

Thereby we introduce a statistical error, which we determine by the so-called jackknife
(resampling) method [΀ͻ]. According to this, the statistical error of an observable x is
defined by the square root of the jackknife estimate of the variance,

σ(x) =

√√√√Nconf − 1

Nconf

Nconf∑
i=1

(
⟨x⟩ − ⟨x⟩i

)2
, (ͽ.ͻͺͺ)

where the respective averages are defines as

⟨x⟩ = 1

Nconf

Nconf∑
i=1

⟨x⟩i (ͽ.ͻͺͻ)

and

⟨x⟩i =
1

Nconf − 1

Nconf∑
j ̸=i

xj , i, j ∈ {1, . . . , Nconf} . (ͽ.ͻͺͼ)

Since the initial configurations are drawn completely independently in our case, the
jackknife estimate (ͽ.ͻͺͺ) does no suffer from autocorrelations and hence no binning is
needed.
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Chapter4
The color glass condensate
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;.ͻ Introduction to the CGC framework and the MV model . . . . . . . . . ;Ϳ

;.ͼ Initial conditions for the gauge link variables . . . . . . . . . . . . . . . ;΂

;.ͽ Initial conditions for the chromo-electric fields . . . . . . . . . . . . . . Ϳ;

4.1 IntroducƟon to the CGC framework and the MV model

The color glass condensate (CGC) is a type of matter, which consists of densely packed
gluons at very high energy densities. The corresponding effective field theory was de-
veloped in the deep inelastic high energy limit at fixed squared momentum transfer Q2,
which can be summarized by [΀ͼ]

x =
Q2

2Mν
≈ Q2

s
→ 0 , (;.ͻ)

where x is the Bjorken variable, with the (nucleon) mass M , the energy loss ν and the
squared center ofmass energy s. In this limit, which is sometimes referred to as theRegge-
Gribov limit [΀ͽ], the parton distribution function f is dominated for sufficiently large
momentum transfers by the gluonic contributions which is demonstrated by Figure ;.ͻ.
This allows for a classical description as we discussed in Section ͼ.;.
In the CGC framework the dynamics of the system are captured by the weight func-

tionalW [ρ]. Its dependence on the Bjorken variable x is described by a non-linear renor-
malization group equation, which is referred to as the JIMWLK equationͻ [΀Ϳ–΁ͻ]. In
addition, this equation separates the dynamics of the plasma and the nuclear partons,
where the former is considered at mid-rapidity (η ≪ ηbeam) and the latter at the high-
rapidity regime (η ≲ ηbeam).
ͻJIMWLK includes the names Jalilian-Marian, Iancu,McLerran,Weigert, Leonidov and Kovner.

;Ϳ
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Figure ;.ͻ: The parton distribution function at deep inelastic e−p scat-
tering experiments for valence quarks uv and dv, combined sea quarks
S and gluons g, versus the Bjorken variable x for two different squared
momentum transfers Q2. The figure is taken from [΀;].

There are two effective degrees of freedom in this description: The first one being the
color charge densities ρ, which are frozen due to time dilation and hence form a static
current Jµ, and the second one being the dynamical gauge fields Aµ, which are coupled
to this static current via the classical Yang-Mills equations,

DµF
µν = Jν . (;.ͼ)

In the so-calledMcLerran-Venugopalan (MV) model [΃–ͻͻ] the non-Abelian current is
given by

Jµ,a(x) = δµ+ρa1(x⊥, x
−) + δµ−ρa2(x⊥, x

+) , (;.ͽ)

where we defined ρ1 and ρ2 as the color charge densities of the two colliding nuclei and
introduced the light-cone coordinates,

x± =
t± z√

2
, (;.;)

as well as the Kronecker delta δµ±, which forces the current to reside at the positive and
negative light-cone, respectively.
In the originally proposed MV model a single infinitely thin sheet of color charge was

suggested, i.e., ρa(x⊥, x±) → δ(x±)ρa(x⊥). However, this assumption has proven insuf-
ficient [΁ͼ, ΁ͽ]. A promising approach is to independently construct Ny of these sheets
allowing for the computation of so-called Wilson lines in longitudinal direction, which
maintains gauge-covariance in that very direction [΁ͼ]. A corresponding illustration is
given in Figure ;.ͼ.

;΀



΂.Ϳ Introduction to the CGC framework and the MV model

Ui(x⊥)
W (x⊥)

W †(x⊥+ î )

Ny

beam direction

Figure ;.ͼ: The Ny infinitesimal sheets in longitudinal direction de-
scribing one of the two colliding nuclei, with the Wilson line W and
the initial gauge field component Ui.

Note, that the number of sheets Ny must not be confused with the number of lattice
points in y-direction. For the latter we solely use N⊥, since the two transverse lattice
extents are always identical in our description. Even though the expansion is in rapidity-
direction, i.e. η-direction, we have to distinguish it from the lattice extent in that direc-
tion, which is called Nη. Hence, since the rapidity is also sometimes indicated by y, we
stick to the commonly used designation Ny.

The distribution of the color charge densities in the transverse plane is assumed to be
Gaussian with variance g4µ2, where µ2 is the color charge squared per unit area [ͼ΂]. The
value g2µ, sometimes referred to as theMV parameter, is closely related to the so-called
saturation scale Qs, which we will introduce in the following. A detailed study of the
connection between g2µ and Qs as well as the influence of different system parameters
on their relation is given in [΁ͽ]. For now we can assume

Q ..= g2µ ≈ Qs . (;.Ϳ)

As mentioned before, in the CGC framework we have a very high occupation of the
gluonic degrees of freedom yielding a rapid growth of the gluon density. On the other
hand, the size of a hadron can be considered roughly constant, since it only grows very
slowly by increasing the energy of the system [΁;]. The density of gluons with a fixed size
is hence limited due to repulsive interactions. However, it is possible to packmore gluons
of a smaller size into the hadron (cf. Figure ;.ͽ). The inverse of the saturation scale Qs

then defines the size of the smallest gluons that are densely packed.

A more precise definition is given in [΁ͽ], where the saturation scale Qs is defined as
the absolute value of the transverse momentum that maximizes the Fourier transformed
longitudinal Wilson line weighted by the square of the corresponding momentum.

;΁



Chapter ΂ The color glass condensate

increasing energy

Figure ;.ͽ: The rise in the gluon density due to the increasing energy.

4.2 IniƟal condiƟons for the gauge link variables

We will mostly follow [΁Ϳ], where a lattice description of the originally proposed MV
model is provided. However, as discussed in the last section, we extend this model by
longitudinal randomness à la [΁ͼ] yielding the initial conditions presented in [΁ͽ]. As
also done in the latter work, we introduce an IR cutoffm in order to incorporate the color
neutrality phenomenon studied in [΁΀], in other words, it provides a finite scale at which
objects – in our case nucleons – are color neutral.
The only scale entering the initial conditions is the MV parameter Q. As introduced

in the preceding section, it has energy dimension 1 and, as a consequence, the color
charge density ρ has the energy dimension 2 (cf., e.g., eq. (;) of [΁Ϳ]). Hence, we define
dimensionless lattice versions of these two quantities,

ρ̄ ..= a2⊥ρ , Q̄ ..= a⊥Q . (;.΀)

We are now able to write down the initial conditions for the gauge fields Uk, where
k ∈ {1, 2} designates the respective nucleus.
The longitudinal component is set unity,

Uk
z|η = 1 , (;.΁)

while the construction of the transverse components Uk
i , with i ∈ {x, y} (here and in

the following), is more involved. The initialization process can be subdivided into the
following steps:

(i) Initialize the dimensionless color charge densities ρ̄1 and ρ̄2 on the two-dimensional
subspace, where the longitudinal component (z|η) is 0, according to

⟨
ρ̄k,av (x⊥)ρ̄

l,b
w (y⊥)

⟩
= a4⊥

g4µ2

Ny

δvwδ
klδabδ(x⊥ − y⊥)

≡ Q̄2

Ny

δvwδ
klδabδ(x⊥ − y⊥) ,

(;.΂)

with Ny being the number of infinitesimal sheets in longitudinal direction (cf. Fig-
ure ;.ͼ).
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΂.΀ Initial conditions for the gauge link variables

(ii) Solve Poisson’s equationͼ to get the dimensionless color potentials Λ,[
∆L +m2

]
Λk,av (x⊥) = −ρ̄k,av (x⊥) , Λkv ≡ T aΛk,av . (;.΃)

(iii) Repeat the previous steps and construct Ny independent auxiliary fields

V k
v (x⊥) = exp

[
iΛkv(x⊥)

]
, v = 1, . . . , Ny , (;.ͻͺ)

and then construct the Wilson lines in longitudinal direction,

W k(x⊥) =

Ny∏
v=1

V k
v (x⊥) . (;.ͻͻ)

(iv) Use the Wilson lines to build the initial gauge field components of the colliding
nuclei in a gauge invariant manner,

Uk
i (x⊥) = W k(x⊥)W

k†(x⊥ + ı̂) . (;.ͻͼ)

We can easily confirm that the constructed fields Uk
i are, as required, elements of the

special unitary group of degree Nc by the following line of implications:

ρk,av ∈ R ⇒ Λk,av ∈ R ⇒ Λkv ∈ su(Nc)

⇒ V k
v ∈ SU(Nc) ⇒ W k ∈ SU(Nc) ⇒ Uk

i ∈ SU(Nc) .
(;.ͻͽ)

On the lattice, the distribution of the color charge densities (;.΂) is realized by initial-
izing standard Gaussian distributed random numbers, which are then multiplied by the
appropriate weight,

ρ̄ =
Q̄√
Ny

X , X ∼ N (0, 1) . (;.ͻ;)

This random initialization is performed independently for each of the two nuclei, each of
the Ng color components, each of the Ny longitudinal sheets and each of the N2

⊥ trans-
verse lattice points.
After the initialization of the gauge fieldsUk which describes the two individual nuclei,

we are finally able to construct the collective initial gauge field U by solving the following
set of equations [΁Ϳ]

Tr
{
T a
[
(U (1) + U (2))(1 + U †)− h. c.

]}
= 0 , a ∈ {1, . . . , Ng} . (;.ͻͿ)

For the sake of simplicity and easier reading, we omitted the index i ∈ {x, y} as well as
the argument x⊥. These are Ng equations for Ng parameters, since U = exp(iαbT b), with
b ∈ {1, . . . , Ng}.
ͼIn Section ;.ͼ.ͻ the procedure of solving Poisson’s equation on the lattice is extensively described.

;΃



Chapter ΂ The color glass condensate

At the moment, the initial conditions are defined on a single transverse slice. In the
boost-invariant case, where no longitudinal fluctuations are considered, it is hence suf-
ficient to perform ͼD simulations. However, if we consider the ͽD scenario, the field U
obtained from (;.ͻͿ), as well as U (1) and U (2) which – as we will see in the next section –
are needed for the initialization of the chromo-electric fieldE, are copied from the initial
transverse x-y-plane (where z|η = 0) to all the remaining transverse slices.ͽ

As mentioned in the introduction we will consider Nc = 2 and Nc = 3 colors and in
the first case there exists a closed expression for the collective gauge fields, which we will
elaborate in the following.

Let us define the matrixM ..= (U (1)+U (2))(1+U †). This matrix is in the case ofNc = 2

colors again an element of SU(2) multiplied by a real constant, which can easily be shown
via the following group representation:

SU(2) =

{(
α −β∗

β α∗

)
: α, β ∈ C , |α|2 + |β|2 = 1

}
. (;.ͻ΀)

Now we use the fact, that every matrix can be split up into a hermitian and an anti-
hermitian part, i.e.M = 1

2
(M +M †)+ 1

2
(M−M †) ≡Mh+Mah. Obviously, the hermitian

part solves (;.ͻͿ) trivially, whereas the anti-hermitian one does not. Moreover, if we
assume the latter to be traceless, we find

0 = Tr
[
T a
(
Mah −M †

ah

)]
= 2Tr

[
T aMah

] (∗)
= −2i Tr

[
T a
∑
b

αbT
b

]
= −2i

∑
b

αb Tr
[
T aT b

]
= −iαa ⇒ Mah = 0 . (;.ͻ΁)

In (∗) we used the assumption that Tr(Mah) = 0 which means that iMah ∈ su(2), since
iMah is hermitian by construction, and in the last step we utilized the normalization re-
lation of the generators (ͼ.ͻ).

Since the anti-hermitian part of an SU(2) matrix is always traceless we have shown that
M is hermitian. It can also be obtained from (;.ͻ΀), that the hermitian part is propor-
tional to the identity and hence we find that (;.ͻͿ) is equivalent to

M ≡ (U (1) + U (2))(1 + U †) = c ⇐⇒ U † = c(U (1) + U (2))−1 − 1 , (;.ͻ΂)

where c ∈ R and ( · )−1 indicates the matrix inversion. Using the fact that U ∈ SU(2),

ͽAs a consequence, all initial plaquettes Uµν with µ = z|η or ν = z|η are equal to one, since Uz|η = 1,
Ui(x⊥) = Ui(x⊥ + ẑ) and UU † = 1.

Ϳͺ



΂.΀ Initial conditions for the gauge link variables

which in particular means that U is unitary, leads to;

1 =
[
c(U (1)† + U (2)†)−1 − 1

][
c(U (1) + U (2))−1 − 1

]
⇔ 0 = c(U (1)† + U (2)†)−1(U (1) + U (2))−1 − (U (1) + U (2))−1 − (U (1)† + U (2)†)−1

⇔ c = (U (1)† + U (2)†) + (U (1) + U (2)) . (;.ͻ΃)

Since the fields representing the colliding nuclei, U (1) and U (2), are also elements of
SU(2), their traces are real, yielding Tr

(
U (1,2)

)
= Tr

(
U (1,2)†) and thus

cTr(1) = 2Tr(U (1) + U (2)) ⇒ c = Tr(U (1) + U (2)) . (;.ͼͺ)

Finally, by inserting (;.ͼͺ) into (;.ͻ΂) we obtain that – in the case of SU(2) – the condi-
tional equation (;.ͻͿ) reduces to

U = Tr(U (1) + U (2))(U (1)† + U (2)†)−1 − 1 = (U (1) + U (2))(U (1)† + U (2)†)−1 , (;.ͼͻ)

where we used (;.ͻ΃) together with (;.ͼͺ) to get the second equality.

In the case of Nc = 3 colors there is no closed expression such as (;.ͼͻ) and thus
(;.ͻͿ) has to be solved numerically. The corresponding algorithm is summarized in the
flowchart depicted in Figure ;.;.

;To get to the last equation wemultiplied by (U (1)†+U (2)†) and (U (1)+U (2)) from the left and right side,
respectively.
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initialize U1 and U2 on the
transverse plane (;.ͻͼ)

no. of reinitializaions ..= 0

(re)initialize θa
where a = 1, . . . , N2

c−1

no. of iterations ..= 0

iterate θa with solver routines
and construct U = exp(iθaT a)

U fulfils (;.ͻͿ)
for U1 and U2?

U initialization done

max. no. of
reinitializations?

max. no. of
iterations?

yes

yes

no

yes

no

no

Figure ;.;: Flowchart of the initialization process of the collective
gauge field U used in the case of Nc = 3 colors.
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4.2.1 Solving Poisson’s equaƟon on the laƫce

This subsection aims on the solution of (;.΃) on the lattice in order to get the color po-
tentials Λam. As discussed in the preceding section, we have a two-dimensional problem
yielding

1

a2σ

∑
i=x,y

[
Λ(x⊥ + ı̂)− 2Λ(x⊥) + Λ(x⊥ − ı̂) +m2Λ(x⊥)

]
= −ρ(x⊥) , (;.ͼͼ)

where we wrote out the lattice Laplacian ∆L.
We nowperform a Fourier transformation, which has two advantages: Firstly, the equa-

tion is analytically solvable and secondly, we can introduce an additional ultraviolet (UV)
momentum cutoff. Following Appendix B.ͼ.ͽ, this yields

Λ(x, y) =
1√
N1N2

∑
p1,p2

Λ̃(p1, p2)e
i(p1x+p2y) , (;.ͼͽ)

where the Fourier transformed color potentials are given by

Λ̃(p1, p2) =
ρ̃(p1, p2)

4− eip1 − e−ip1 − eip2 − e−ip2 +m2
. (;.ͼ;)

Looking carefully at (;.ͼ;), one realizes that in the case of no IR cutoff (m = 0) the
zero mode (p1, p2) = (0, 0) represents a singularity. However, this singularity becomes
negligible in the continuum limit, N1, N2 →∞, for two reasons:

• ρ̃(0, 0) = 1√
N1N2

∑
x,y ρ(x, y) → 0 due to the (symmetric) Gaussian distribution of

the color sources ρ(x, y).

• The summerges into an integral and hence, the contribution of the point (0, 0) has
Lebesgue measure zero and can be excluded.

There are now two possible ways to handle this issue for finite values of N⊥:

ͻ. We exclude the point Λ̃(0, 0) and accept small discrepancies in the solution of (;.΃)
for Λ(x, y). In fact, the deviation is 1

N1N2

∑
x,y ρ(x, y) =

ρ̃(0,0)√
N1N2

, which vanishes very
fast by increasing the size of the transverse plane, since, as mentioned, even the
numerator approaches 0.

or

ͼ. We make our distribution artificially symmetric by subtracting 1
N1N2

∑
x,y ρ(x, y)

from the initialized ρ field at every point on the transverse plane. As a consequence
ρ is now “perfectly Gaussian” and (;.΃) is fulfilled up to numerical precision.

In our computations we adopt the second approach since the initial idea was to have a
Gaussian distributed ρ without any shift. In addition, this choice yields color neutrality
of the colliding nuclei for every single sample.

Ϳͽ
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4.3 IniƟal condiƟons for the chromo-electric fields

The initialization of the chromo-electric fields depends on the one of the gauge fields and
thus has to be performed afterwards. In the boost-invariant case, only the longitudinal
components of the chromo-electric fields have a non-zero initialization [ͼ΂,΁Ϳ,΁΁],

Ēz|η(x) = −
i
4

∑
i=1,2

{[
Ui(x)− 1

][
U

(2)†
i (x)− U (1)†

i (x)
]
− h. c.

+
[
U †
i (x− ı̂)− 1

][
U

(2)
i (x− ı̂)− U (1)

i (x− ı̂)
]
− h. c.

}
, (;.ͼͿ)

Ēa
z|η(x) = 2Tr

[
T aĒz|η(x)

]
. (;.ͼ΀)

(;.ͼ΀) can serve as a test to see whether Ēz|η ∈ su(Nc) or not. For Nc = 2, (;.ͼ΀) is
fulfilled by construction, whereas for Nc = 3 the situation is different. To see this, we
simplify (;.ͼͿ) to B = i(A− A†) and recall that

M =M † and TrM = 0 ⇔ M ∈ su(Nc) . (;.ͼ΁)

One can easily see, that B=B†, however, TrB=2i Im[TrA]. Following the line of argu-
mentation below (;.ͻͿ), we know that A≡aASU(2), with a ∈ R and ASU(2) ∈ SU(2). Since
the trace of an SU(2) matrix is real, TrB=0 and hence Ēz|η ∈ su(2).
In the case of Nc=3 colors this is generally not the case, which is why we use (;.ͼ΀) to

project the fields Ēz|η back to su(3). Note, that this means we are setting Tr Ēz|η=0 in a
convenient way.
To sum up, the initial conditions for the chromo-electric fields read:

Ē⊥(x) = 0 (;.ͼ΂)

Ēa
z|η(x) = −

i
2

∑
i=1,2

Tr
{
T a
([
Ui(x)− 1

][
U

(2)†
i (x)− U (1)†

i (x)
]

+
[
U †
i (x− ı̂)− 1

][
U

(2)
i (x− ı̂)− U (1)

i (x− ı̂)
])
− h. c.

}
(;.ͼ΃)

The global sign in (;.ͼ΃) is convention and irrelevant for our observables since it ap-
pears in the equations of motion of both the gauge fields and the electric fields. Hence,
it is the same like a mirroring of the spacial coordinates. We verified this statement also
numerically.

4.3.1 Rapidity fluctuaƟons

Instead of the idealized δ-function in (;.΂), a more realistic scenario would include color
sources with a finite width. To this end, we follow [ͼ΂] and add η-dependent fluctuations
δE to the initial conditions introduced in Section ;.ͼ. Besides the restrictions through

Ϳ;
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Gauss’s law (cf. Section ͽ.΀), the fluctuations can be chosen arbitrarily and thus we set
them to fulfill Gauss’s law trivially, which means in the continuum,

Di δEi +Dη δEη = 0 . (;.ͽͺ)

Hence, the following definitions are appropriate,

δEi(x⊥, η) ..= DηFi(x⊥, η) ,

δEη(x⊥, η) ..= −DiFi(x⊥, η) ,
(;.ͽͻ)

where Fi(x⊥, η) is a twice continuously differentiable function. By recalling the energy
dimensions in comoving coordinates of the covariant derivatives and the chromo-electric
fields, we can determine the dimension of Fi,

[δEi] = [Ei] = 1 , [δEη] = [Eη] = 2 ,

[Di] =

[
1

L

]
= 1 , [Dη] = [1] = 0 ,

⇒ [Fi] = 1 .

(;.ͽͼ)

Thus, with the definition

F̄i ..= ga⊥Fi (;.ͽͽ)

we can rewrite (;.ͽͻ) in terms of dimensionless quantities,

δĒi(x⊥, η) = DηF̄i(x⊥, η) , (;.ͽ;a)

δĒη(x⊥, η) = −D̄iF̄i(x⊥, η) . (;.ͽ;b)

On the lattice, we have to insert the lattice equivalent of the continuous covariant
derivatives, which we do by backward difference quotients (cf. (ͽ.ͻ΀) and Appendix B.ͻ),
yielding

δĒi(x) =
1

aη

[
F̄i(x)− F̄i(x− η̂)

]
, (;.ͽͿa)

δĒη(x) = −
∑
i

[
F̄i(x)− U †

i (x− ı̂)F̄i(x− ı̂)Ui(x− ı̂)
]
. (;.ͽͿb)

We applied the CGC initial conditions for the longitudinal gauge fields (;.΁), which trans-
forms the covariant derivative Dη in (;.ͽͿa) into an ordinary partial derivative ∂η.
For the definition of F̄i we use a product approach to separate the transverse from the

rapidity dependency. Since we are primarily interested in the instability behavior of the
system, we perturb our initial setup only by a single η-mode, while the dependence of the
transverse coordinate x⊥ is determined by the random based generated elements ξi(x⊥).
We thus define

F̄i(x⊥, η) ..= f(η)ξi(x⊥) ..= ∆ cos
(
2πη

Lη

)
ξi(x⊥) , (;.ͽ΀)
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Chapter ΂ The color glass condensate

where ∆ is the real-valued amplitude of the initial fluctuations.
Since E is an element of the Lie algebra, δĒi as well as δĒη also have to be elements

of the Lie algebra and hence the same holds for ξi, i.e. ξi = ξai T
a ∈ su(Nc), where the

real-valued constants ξai are in our case generated as Gaussian random numbers,

ξai (x⊥) = X(x⊥) , X ∼ N (0, 1) . (;.ͽ΁)

4.3.2 TranslaƟon to the staƟc box

The equivalent of (;.ͽͻ) in our static box framework is

δE⊥(x) = DzF⊥(x) , (;.ͽ΂a)

δEz(x) = −D⊥F⊥(x) , (;.ͽ΂b)

which fulfills Gauss’s law in ordinary Minkowski coordinates trivially. We can easily read
off the corresponding energy dimensions,

[δEi] = [Ei] = 2 , [Di] =

[
1

L

]
= 1,

⇒ [F⊥] = 1 .

(;.ͽ΃)

Following the same steps as in the case of the expanding system, we get the lattice version
of (;.ͽ΂) for the rescaled fields (;.ͽͽ),

δĒ⊥(x) =
[
F̄⊥(x)− F̄⊥(x− η̂)

]
, (;.;ͺa)

δĒz(x) = −
∑
i̸=z

[
F̄i(x)− U †

i (x− ı̂)F̄i(x− ı̂)Ui(x− ı̂)
]
, (;.;ͺb)

with

F̄⊥(x⊥, z) ..= f(z)ξ⊥(x⊥) ..= ∆ cos
(
2πz

Lz

)
ξ⊥(x⊥) (;.;ͻ)

and ξ⊥ = ξa⊥T
a randomly drawn according to (;.ͽ΁). Since we are using an isotropic

framework in the static box case, i.e. az=a⊥ ⇔ āz=1, there is no prefactor in (;.;ͺa).
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Ϳ.ͽ UV cutoff . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ΀ͻ

Ϳ.; Courant-Friedrichs-Lewy condition . . . . . . . . . . . . . . . . . . . . . ΀ͼ

5.1 Laƫce parameters

Our lattice simulations are performed on a ͼD or ͽD spacial grid, depending on whether
longitudinal fluctuations are taken into account or not. In order to ease the numerical
implementation, we apply – as commonly done – periodic boundary conditions in the
spacial coordinates. All fields are then evolved in time by the equations of motions given
in (ͽ.΁΀) or (ͽ.΁΁), respectively.
Furthermore, there is a variety of parameters involved in the lattice computations,

which we will define and try to enlighten by the following list:

General lattice parameters

• transverse lattice spacing a⊥: determines the smallest length scale and is used to
construct dimensionless quantities of all dimensioned observables

• longitudinal lattice spacing az|η: equal to the transverse lattice spacing in the static
box, i.e. az = a⊥ ≡ aσ, but set independently in the expanding system due to its
different dimension (cf. Section ͼ.ͼ.ͼ)

• temporal “lattice” spacing at|τ : defines the time discretization used to iteratively
solve the lattice equations of motion (ͽ.΁΀)/(ͽ.΁΁)

Ϳ΁
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• transverse lattice extent N⊥

• longitudinal lattice extent Nz|η

• time evolution steps Nt|τ : defines together with at|τ the total length of the system’s
time evolution

• number of configurations Nconf : defines the number of performed measurements
used to build the ensemble average (ͽ.΃΃)

• Gauss’s law parameters:

– max. Gauss violation: determines the tolerated deviation of Gauss’s law (cf.
Section ͽ.΀)

– max. Gauss iteration: defines the maximum number of iterations within the
restoring algorithm (cf. Section ͽ.΀.ͻ)

– Gauss γ: defines the real-valued constant in (ͽ.΂΁)

Fermionic parameters

• coupling constant g: defines the strength of the interaction between the fermionic
degrees of freedom and the gauge fields

• Wilson parameter r: switches the doubler term on (r = 1) or off (r = 0), i.e. removes
(r = 1) the unphysical doublers in (ͽ.ͼ΂) or not (r = 0)

• number of fermions Nens: defines the ensemble size of gendered fermions in (ͽ.;ͼ)

• fermionic massmψ: determines the mass of the gendered fermions

• fermionic temperature Tinit: defines the initial temperature of the gendered fermions
via (ͽ.;ͺ)

CGC parameters

• MV parameter Q: sets the overall scale via the combination a⊥Q≡Q̄, which enters
the initial conditions through (;.΂)

• IR cutoff m: determines the scale at which objects are color neutral (cf. discussion
at the beginning of Section ;.ͼ)

• UV cutoff Λ: additional to the intrinsic lattice UV cutoff (will be discussed in detail
in Section Ϳ.ͽ)

• Ny: number of infinitesimal sheets in longitudinal direction used in (;.΂) (cf. also
Figure ;.ͼ)

• ∆: the amplitude of the longitudinal fluctuations defined in (;.;ͻ)/(;.ͽ΀)

Ϳ΂
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• solver paramters (only relevant for Nc = 3):

– solver ϵ: defines the tolerated deviation of (;.ͻͿ)

– max. iterations

– max. reinitializations

}
cf. flowchart in Figure ;.;

While some of these parameters are of pure numerical nature, others can be restricted
by physical considerations or even be determined by observations stemming from heavy-
ion collisions. Wewill focus on parts of this in the following section and present a detailed
study of the parameter space in Chapter ΁.

5.2 Introducing a physical scale

Classical Yang-Mills theory in four dimensions is scale invariant and exhibits conformal
invariance [΁΂]. However, a physical scale enters through theCGC initial conditions, more
precisely through the only dimensioned parameter Q, which is related to the saturation
scale Qs (cf. Chapter ;).
Together with the transverse lattice spacing a⊥, which is both in the Minkowski and

in the comoving formulation dimensional, one can then construct dimensionless com-
binations that can be matched to physical observables. In the common literature, this
is done via the size of the colliding nuclei, which are spread over the whole transverse
plane. Hence, for a central collision and equal nuclei, the diameter is equivalent to the
transverse lattice size L⊥ = N⊥a⊥.
Assuming that the colliding nuclei correspond to gold (Au) atoms, the nuclear radius

can be estimated by [΁΃]

RAu = r0A
1/3 ≈ 1.2× 1971/3 fm ≈ 7 fm , (Ϳ.ͻ)

with the nucleon number A and the nuclear radius constant r0.
Identifying the size of the transverse lattice plane L2

⊥ with the transverse extent of the
nucleus πR2

Au and making use ofQ ≈ Qs (cf. (;.Ϳ) and the preceding discussion), we find

QL⊥ ≡ g2µ a⊥N⊥ ≡ 120 , (Ϳ.ͼ)

where a value in range of expectations for ultra-relativistic heavy-ion collision at the LHC
(Qs ≈ 2GeV [΂ͺ]) was chosen. We will stick to this choice and fix Q= 2GeV as well as
QL⊥ = 120 for our simulations throughout this work. Consequently, it makes sense to
express all results for our observables as dimensionless ratios of Q.
Note, that (Ϳ.ͼ) also sets the value for the transverse lattice spacing,

a⊥ =
L

N⊥
=

120

QN⊥
≈ 12

N⊥
fm . (Ϳ.ͽ)
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nucleus ͻ nucleus ͼ

b
A

rA′

Figure Ϳ.ͻ: Illustration of the overlap area A and the impact param-
eter b for two colliding nuclei with the same radius r. The rectangle
describes the approximated lattice area A′.

As soon as we include longitudinal fluctuations (cf. Section ;.ͽ), the corresponding
longitudinal lattice spacing az|η has to be fixed as well. In the static box we work with
an isotropic spatial lattice, yielding az = a⊥, whereas the ͽD simulations in comoving
coordinates are performed at aηNη=2.0 as proposed, e.g., in [΂ͻ].

5.2.1 Towards non-central collisions

Since we are utilizing periodic boundary conditions in the spacial coordinates, the iden-
tification of the size of a nucleus with that of the transverse lattice plane seems to be
contradictory. In the following, we will develop a possible way to circumvent this issue.
The basic idea is to use the CGC initial conditions only within a small subset of our

transverse plane, which then represents the overlap of the two colliding nuclei. At all
other points the color charge density is set to zero. This results in the possibility to study
non-central collisions and introduces a new parameter, the so-called impact parameter
b. It defines the closest distance between the center of the two colliding nuclei and thus
also fixes the overlap area, which we then approximate on the lattice by a rectangle as
depicted in Figure Ϳ.ͻ.
The approximated lattice overlap area is given by

A′ = Lnucl
x Lnucl

y ≡ a2⊥N
nucl
x Nnucl

y , (Ϳ.;)

with this respective (lattice) lengths in x- and y-direction. A corresponding illustration
is given in Figure Ϳ.ͼ.
Obviously, the overall transverse lattice size has to be large enough to avoid boundary

effects, i.e. N⊥ ≫ Nnucl
x,y . However, as we will see later, very large lattices are needed in

order to achieve negligible discretization effects, which entails a tremendous computa-
tional effort. This obviously increases even further, if we do not use the scenario which
we introduced in the last section, where the nucleus is spread over the whole transverse
plane.

΀ͺ
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A′

Lnucl
y

Lnucl
x

x

y

a⊥

Figure Ϳ.ͼ: Implementation of the approximated lattice areaA′ into the
transverse plane. Here, we have A′ = 4 a⊥ × 10 a⊥.

Hence, if it turns out that the boundary effects are sufficiently small, which is plausible
due to the large overall scale of around 12 fm (cf. (Ϳ.ͽ)), we will use Nnucl

x =Nnucl
y =N⊥.

The corresponding numerical investigation is given in Chapter ΁.

5.3 UV cutoff

For a d-dimensional lattice Λ the reciprocal lattice Λ̃ is defined in momentum space via
(cf. e.g. [΀ͺ])

Λ̃ =
{
p = (p1, . . . , pd)

∣∣∣ pµ =
2π

aµNµ

(kµ +Θµ), kµ = −Nµ

2
+ 1, . . . ,

Nµ

2

}
. (Ϳ.Ϳ)

Employing periodic boundary conditions, we have Θµ = 0, yieldingͻ

Λ̃ =
{
p = (p1, . . . , pd)

∣∣∣ pµ =
2π

aµNµ

kµ, kµ = −Nµ

2
+ 1, . . . ,

Nµ

2

}
. (Ϳ.΀)

Hence, every finite lattice calculation introduces a UVmomentum cutoff which is pro-
portional to the inverse of the lattice spacing a, since the highest possible momentum
component on our lattice is given by

pµ,max =
π

aµ
. (Ϳ.΁)

Consequently, for our ͼD initialization the highest possible transverse lattice momen-
tum is set by

|p⊥,max| ≡
√∑

i=1,2

p2i,max =
√
2
π

a⊥
. (Ϳ.΂)

ͻAnti-periodic boundary conditions are realized for Θµ = 1
2 .
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As already discussed in Chapter ͻ, we are interested in minimizing the lattice dis-
cretization effects by taking the limit a → 0. On the other hand, this limit entails a
vanishing UV cutoff, which is needed in order to guarantee a correct description within
our classical framework, since UV modes are of quantum nature.
A possible way to circumvent this dilemma is to introduce an additional UVmomentum

cutoff Λ, which will be applied while constructing the color potentials within our CGC
initial conditions, i.e. while solving Poisson’s equation (;.΃).
This bears the advantage that higher momentum modes, which are not correctly de-

scribed within the scope of our classical formulation, are dropped and do not enter our
initial conditions. One could argue that this results in a violation of Poisson’s equation
and thus in a violation of our initial conditions. However, the UV cutoff procedure can
be interpreted as a tuning of the initial color charge distribution and thus the mentioned
violation becomes bearable.
Obviously, this additional UV cutoff is only relevant if it is smaller than the lattice

cutoff (Ϳ.΂), yielding Λ<
√
2 π
a⊥

or equivalently Λ/Q<
√
2πN⊥/(QL). If this is the case

the highest lattice momentum is given by

|p⊥,max| = Λ ⇒ |k⊥,max| = Λ
L⊥

2π
=

Λ

Q

QL⊥

2π
. (Ϳ.΃)

Finally, we must define how we introduce the UV cutoff in our lattice framework. In
particular there are two possible ways:

ͻ. We cut the lattice according to (Ϳ.΃) and use a smaller transverse plane in Fourier
space, i.e. Nk ×Nk, with Nk = ⌊k⊥,max⌋.

ͼ. We set all modes larger than the cutoff to zero and do not vary the transverse re-
ciprocal lattice size.

The first procedure causes a raise of the system’s energy if we lower themomentum cutoff,
which is unphysical as throwing away modes should rather lower the energy. The origin
of this phenomenon lies in the CGC initial conditions, where the lower modes are highly
occupied and therefore carry more energy at initial time. By reducing the size of the
Fourier space these IR modes get a higher weight and thus the averaged energy increases.
In contrast, the second approach also simulates a system with a low occupation of UV

modes, but paired with the expected dependence on the momentum cutoff, which is why
we follow this procedure.

5.4 Courant-Friedrichs-Lewy condiƟon

The Courant-Friedrichs-Lewy condition, usually simply referred to as Courant condition,
controls the convergence while solving partial differential equations and yields important
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constraints on our simulations. In the following, we will give a short overview of its origin
and refer for a detailed discussion to [΂ͼ].
Starting with an analog of Maxwell’s equations in one dimension (which is closely re-

lated to our framework), the system’s dynamics are governed by

∂r

∂t
= v

∂s

∂x
, (Ϳ.ͻͺ)

∂s

∂t
= v

∂r

∂x
. (Ϳ.ͻͻ)

The corresponding Courant condition then reads [΂ͼ]

|v|∆t
∆x

≤ 1 , (Ϳ.ͻͼ)

where∆t and∆xi are the temporal and spacial step sizes, respectively, and |v| the absolute
value of themaximumpropagation velocity in the studied problem. This can be extended
to N dimensions, yielding

√
N
|v|∆t
∆xi

≤ 1 , (Ϳ.ͻͽ)

with i = 1, . . . , N .
For the static box calculations we have ∆t = at, ∆xi = aσ and make use of |v| ≤ 1, i.e.

(Ϳ.ͻͽ) translates to

at ≪ a⊥ ⇔ āt ≪ 1 . (Ϳ.ͻ;)

In our expanding formulation we have on top of this static constraint an additional
dynamic Courant condition due to the dimensionless lattice spacing aη in longitudinal
direction. In particular we have ∆t = at, ∆xk = a⊥, ∆xη = aη and |v| ∝ (aη τ̄)

−1,
with k ∈ {1, 2}. Thus, (Ϳ.ͻͽ) yields the following two constraints on our simulations in
comoving coordinates:

aτ ≪ a⊥ ⇔ āτ ≪ 1 , (Ϳ.ͻͿa)

aτ ≪ aητ ⇔ 1≪ aηnτ . (Ϳ.ͻͿb)

As a check, we can perform the replacement τ → a⊥ and aη → 1 as we also did to
double-check the equations of motion and obtain that the static and the dynamic con-
straints become identical and equivalent to (Ϳ.ͻ;).

΀ͽ





Chapter6
Observables

Contents
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΀.ͼ Occupation number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ΁ͻ

6.1 Pressure and energy densiƟes

Since we are interested in the early isotropization process of the plasma, the energy den-
sity and the pressure are convenient observables to investigate. They are related to the
electromagnetic energy-momentum tensor, which is defined as [ͼ΂]

T µν = −gµαgνβgγδF a
αγF

a
βδ +

1

4
gµνgαγgβδF a

αβF
a
γδ . (΀.ͻ)

Computing its diagonal entries directly leads us to the system’s total energy density and
the longitudinal and transverse pressure components. In the following two subsection,
we derive the respective lattice expressions both in the Minkowski and in the comoving
formulation.
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6.1.1 StaƟc box

The system’s total energy density is determined by the energy-momentum tensor (΀.ͻ)
and given by its zeroth diagonal element,

ϵ ..= T 00 = −gγδF a
0γF

a
0δ +

1

4
gαγgβδF a

αβF
a
γδ

= F a
0i
2 − 1

2

[
F a
0i
2 −

∑
i<j

F a
ij
2

]
=

1

2

[
Ea
i
2 +

∑
i<j

F a
ij
2

]
= Tr

[
E2
i +

∑
i<j

F 2
ij

]
= H .

(΀.ͼ)

We used (ͼ.ͽͽ) to get the second line and temporal gauge (ͼ.ͼͿ) from the third line on.
As expected, we see that the physical energy density is equivalent to the Hamiltonian
density (ͼ.ͽ΃).

To construct the pressure components, we need to calculate the spacial diagonal ele-
ments of the energy-momentum tensor (΀.ͻ), yielding for the x-component of the pres-
sure

Px ..= T 11 = −gγδF a
1γF

a
1δ −

1

4
gαγgβδF a

αβF
a
γδ

= −F a
10

2 + F a
12

2 + F a
13

2 +
1

2

[
F a
0i
2 −

∑
i<j

F a
ij
2

]
=

1

2

[
− Ea

1
2 + Ea

2
2 + Ea

3
2 + F a

12
2 + F a

13
2 − F a

23
2

]
= Tr

[
− E2

1 + E2
2 + E2

3 + F 2
12 + F 2

13 − F 2
23

]
.

(΀.ͽ)

Equivalently, we find

Py ..= T 22 = Tr
[
E2

1 − E2
2 + E2

3 + F 2
12 − F 2

13 + F 2
23

]
(΀.;)

and

Pz ..= T 33 = Tr
[
E2

1 + E2
2 − E2

3 − F 2
12 + F 2

13 + F 2
23

]
(΀.Ϳ)

for the remaining pressure components.
Since z is chosen to be our beam direction, we define the transverse pressure as the

average of the two transverse components,

PT ..=
1

2

(
Px + Py

)
= Tr

[
E2

3 + F 2
12

]
. (΀.΀)

΀΀



΄.Ϳ Pressure and energy densities

The longitudinal pressure PL is hence equivalent to the 3,3-component of the energy
momentum tensor,

PL ..= Pz . (΀.΁)

We can easily verify that

T 00 = T 11 + T 22 + T 33 ⇔ ϵ = Px + Py + Pz = 2PT + PL , (΀.΂)

which in total equilibrium, i.e. Pi ≡ P , leads to the well-known relation ϵ = 3P .

We now have to translate the derived expressions for the continuum observables to
our lattice description. We start with the definition of the dimensionless lattice energy
density,

ϵ̄ ..= g2a4σϵ

= Tr
[
Ē2
i +

∑
i<j

F̄ 2
ij

]
= ReTr

[
Ē2
i + 2

∑
i<j

(1− Uij)
]
.

(΀.΃)

We can define the longitudinal and transverse part of the energy density and split up
each of them into their magnetic and electric components, yielding

ϵ̄B ..= ϵ̄BL + ϵ̄BT , ϵ̄E ..= ϵ̄EL + ϵ̄ET ,

ϵ̄T ..= ϵ̄BT + ϵ̄ET , ϵ̄L ..= ϵ̄BL + ϵ̄EL ,
(΀.ͻͺ)

where the respective energy density components read

ϵ̄BT
..= 2ReTr

[
2− U13 − U23

]
, (΀.ͻͻa)

ϵ̄BL
..= 2ReTr

[
1− U12

]
, (΀.ͻͻb)

ϵ̄ET
..= Tr

[
Ē2

1 + Ē2
2

]
, (΀.ͻͻc)

ϵ̄EL
..= Tr Ē2

3 . (΀.ͻͻd)

Similar to (΀.΃), we define the dimensionless pressure as P̄ ..= g2a4σP , where the trans-
verse component is given on the lattice by

P̄T ..= g2a4σPT

= Tr
[
Ē2

3 + F̄ 2
12

]
= ReTr

[
Ē2

3 + 2(1− U12)

]
.

(΀.ͻͼ)
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Figure ΀.ͻ: The transverse (΀.ͻͼ) and longitudinal (΀.ͻͽ) pressures
normalized by the energy density (΀.΃) averaged over 10 configurations.
Both pressures approach the value 1

3
verifying (΀.΂) in equilibrium.

In the same manner, the longitudinal component is defined as

P̄L ..= g2a4σPL

= Tr
{
Ē2

1 + Ē2
2 − Ē2

3 − F̄ 2
12 + F̄ 2

13 + F̄ 2
23

}
= ReTr

{
Ē2

1 + Ē2
2 − Ē2

3 + 2
[
− (1− U12) + (1− U13) + (1− U23)

]}
= ReTr

{
Ē2

1 + Ē2
2 − Ē2

3 + 2
[
1 + U12 − U13 − U23

]}
.

(΀.ͻͽ)

By making use of (΀.ͻͺ) together with (΀.ͻͻ), we can rewrite the energy density as well
as the pressure components as

ϵ̄ = ϵ̄T + ϵ̄L , (΀.ͻ;)

P̄T = ϵ̄L , (΀.ͻͿ)

P̄L = ϵ̄T − ϵ̄L , (΀.ͻ΀)

which is in accordance with (΀.΂).

At the moment all observables depend on the spacetime vector x = (t, x⃗). In order to
illustrate the time evolution of the system’s global observables, we therefore average over
the spacial components, i.e.

O(t) ≡ 1

V

∑
x⃗

O(x) , (΀.ͻ΁)

with V being the two- or three-dimensional spacial lattice volume.
In Figure ΀.ͻ we verify numerically, that (΀.΂) indeed transforms into ϵ = 3P and hence

a correct implementation of the above defined observables can be assumed.
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6.1.2 Expanding system

Since our expanding formulation is based on comoving coordinates (cf. Section ͼ.ͼ.ͼ), we
have to apply the correspondingmetric (ͼ.;;) to the definition of the energy-momentum
tensor (΀.ͻ). This yields for the 0th diagonal entry, which is again identified with the
system’s total energy density,

ϵ ..= T ττ = −gγδF a
τγF

a
τδ +

1

4
gαγgβδF a

αβF
a
γδ

= F a
τi

2 +
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12
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[
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η
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12
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τ 2

]
= Tr

[
E2
i

τ 2
+ E2

η + F 2
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F 2
iη

τ 2

]
=

1

τ
H ,

(΀.ͻ΂)

where we made use of (ͼ.;΂) to get the second line and utilized temporal gauge (ͼ.ͼͿ)
in the following line. Here and in the following, we explicitly write out the 0th compo-
nent as the τ -component, as we almost always did before in order to highlight the use of
comoving coordinates. Different than in the static box case, the (physical) total energy
density ϵ does not equal the Hamiltonian density H, which is defined in (ͼ.Ϳͺ). How-
ever, this is plausible due to the reduced energy dimension of the Hamiltonian density
discussed in Section ͼ.ͼ.ͼ.

Computing the transverse diagonal elements of the energy-momentum tensor, we find

T 11 = −gγδF a
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(΀.ͻ΃)

and equivalently

T 22 = Tr
[
E2

1

τ 2
− E2

2

τ 2
+ E2

η + F 2
12 −

F 2
1η

τ 2
+
F 2
2η

τ 2

]
. (΀.ͼͺ)
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A dimensional analysis yields [T 11] = [T 22] = 4, and hence it is physically meaningful
to define the transverse pressure as

PT ..=
1

2

(
T 11 + T 22

)
=

1

2

(
Ea
η
2 + F a

12
2
)

= Tr
[
E2
η + F 2

12

]
.

(΀.ͼͻ)

Finally, we calculate the expression for the last diagonal entry of the energy-momentum
tensor, reading

T 33 ≡ T ηη = − 1
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(΀.ͼͼ)

Once again, we determine the energy dimension and obtain [T ηη] = 6, which leads us
to the following convenient definition of the longitudinal pressure,

PL ..= τ 2T ηη

=
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12
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]
.

(΀.ͼͽ)

Using this result together with the ones from (΀.ͻ΂)-(΀.ͼͽ), we find the equivalent
expression of (΀.΂), which reads

T ττ = T 11 + T 22 + τ 2T ηη ⇔ ϵ = 2PT + PL . (΀.ͼ;)

In complete analogy to Section ΀.ͻ.ͻ, we define the dimensionless lattice energy den-
sity in comoving coordinates,

ϵ̄ ..= g2a4⊥ϵ

= Tr
[
Ē2
i
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+ Ē2
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∑
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,

(΀.ͼͿ)
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as well as the dimensionless transverse and longitudinal pressure on the lattice,

P̄T ..= g2a4⊥PT

= Tr
[
Ē2
η + F̄ 2
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]
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(΀.ͼ΀)
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(΀.ͼ΁)

By looking at the large proper time limit, we obtain

PT
τ̄→∞−−−→ ϵ and PL

τ̄→∞−−−→ −ϵ . (΀.ͼ΂)

Hence, the absolute values of the pressure components are identical and the opposite
sign comprises the fact that we are describing a longitudinally expanding system.
Defining the components of the lattice energy density in an equivalent manner as we

did in (΀.ͻͻ), yields

ϵ̄BT
..=

2

a2η τ̄
2

∑
i

ReTr
[
1− Uiη

]
, (΀.ͼ΃a)

ϵ̄BL
..= 2ReTr

[
1− U12

]
, (΀.ͼ΃b)

ϵ̄ET
..=

1

τ̄ 2
Tr Ē2

i , (΀.ͼ΃c)

ϵ̄EL
..= Tr Ē2

η . (΀.ͼ΃d)

Now using (΀.ͻͺ) we end up with (΀.ͻ;)-(΀.ͻ΀), which are hence valid relations both in
the Minkowski and in the comoving formulation. As already shown, the latter equation
is in accordance with (΀.΂) and (΀.ͼ;), respectively.

6.2 OccupaƟon number

As motivated in Section ͼ.;, the validity of the classical approximation relies on a high
occupation number and hence the latter is an observable of crucial importance for our
work. Furthermore, the IR sector should dominate the total energy of the system, since
the classical description breaks down in the UV regime.
In the literature it is customary to compute the Fourier components of the color-electric

field and their contribution to the energy. However, color-electric fields (and hence also
their Fourier modes) are gauge-dependent, which causes ambiguities in the interpreta-
tion of the corresponding momentum distribution. Moreover, the required gauge fixing
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procedure introduces a significant computational overhead. Wewill therefore rather con-
sider the spectral decomposition for a manifestly gauge-invariant quantity, the Fourier
transformed total energy density,ͻ

H̃(t, p⃗) = 1

V

∑
x⃗

e−ip⃗x⃗
∑
i

[
HE
i (x) +HB

i (x)
]
, (΀.ͽͺ)

which is related to the population of momentum modes as can be seen by the following
considerations.

In [΂ͽ–΂Ϳ] a free gluon gas is considered and the system’s energy E (in d dimensions)
is related to the density of gluonic modes nf via

E ≡
∫
ddp ϵ(p⃗) =

∫
ddp ω(p⃗)nf (p⃗) . (΀.ͽͻ)

In this case, the eigenfrequency ω approaches the freemassless dispersion relation ω(p)≈
p for p ≳ 0.1Q and remains constant for lower momenta [΂ͽ], yielding

ω(p) =

0.1Q , p < 0.1Q

p , p ≥ 0.1Q
⇒ nf (p) =


ϵ(p)
0.1Q

, p < 0.1Q

ϵ(p)
p

, p ≥ 0.1Q
. (΀.ͽͼ)

Accordingly, we define the occupation number density n(p)≈nf (p) via the average of
(΀.ͽͺ) over momenta with equal absolute valueͼ normalized by the respective absolute
value of the momentum,

n(p) ..=
N(p)

V
..=

1

p

⟨
|ϵ̃(p⃗)|

⟩
p
, (΀.ͽͽ)

where V is the physical volume and ϵ̃(p) is given by the Fourier transform of (΀.ͼ) or
(΀.ͻ΂), respectively. The dimensionless occupation number N can easily be computed
on the lattice,

g2N(p) =
V

p̄

⟨
|˜̄ϵ(⃗̄p)|

⟩
p̄
, (΀.ͽ;)

with the rescaled momentum p̄=a⊥p, the spacial lattice volume V and the Fourier trans-
formed lattice energy density ˜̄ϵ(p̄), which is constructed via (΀.΃) in the static box scenario
and (΀.ͼͿ) in the case of the expanding system.
Note that our definition for the occupation number and its density are only valid for

p ≥ 0.1Q due to the constant behavior below that value. However, since we will consider
momenta up to 14Q, this is a negligible area. In addition one has to keep in mind that
we assumed n(p)≈nf (p).

ͻNote that for dimensional reasons we use the anti-symmetric Fourier transform here.
ͼThis means we average over all vectors with the same length, i.e., all combinations of pi, i=1, . . . , d, that
result in the same absolute value p ≡ |p⃗| =

√∑
i p

2
i . This is indicated by the notation ⟨ · ⟩p.
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In this chapter we present themain part of our numerical lattice investigation concern-
ing the different observables introduced in the preceding chapter. We present a system-
atic study of the dependence on the large parameter space we discussed in Section Ϳ.ͻ,
which enters through the CGC initial condition as well as through the classical lattice
approximation. Furthermore, we compare a treatment of the realistic SU(3) gauge group
with the more economical SU(2) as well as the evolution in a static box with the one in
an expanding medium.
Unless stated differently, we will use QL=120 throughout this work, as motivated in

Section Ϳ.ͼ. In addition, our results are almost always based on an ensemble size of 10
configurations, and here, too, changes will be annotated.
We want to emphasize, that the initial conditions in the boost invariant scenario, i.e.

the one without longitudinal fluctuations, are identical in both frameworks (cf. Chap-
ter ;). To this end, we will present corresponding results for the energy density solely in
the expanding formulation, since the counterparts in the static box scenario can easily be
derived therefrom. Due to energy conservation in the latter case, they are just constant
lines starting from the initial value of the energy density in the expanding formulation.
We also want to mention, that our numerical implementation is based on the well-

tested and versatile QDP++ framework [΂΀], which allows for data-parallel programming
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Figure ΁.ͻ:Total energy density and its chromo-magnetic and chromo-
electric components for SU(2) and SU(3).

on high performance clusters. For the numerical solution of (;.ͻͿ) we utilize multidi-
mensional root finding methods of the GSL library [΂΁].

7.1 SU(2) versus SU(3)

Performing the calculations for the realistic SU(3) rather than SU(2) gauge theory intro-
duces roughly an additional factor of 4 in terms of computation time, depending on the
studied observables. We want to test whether this gains deeper insights into the under-
lying physics and hence, if the longer computation time is justified.
However, comparing physical results between the groups is non-trivial, since not only

our observables depend on the number of colors Nc, but also the ratio Qs/Q by which
our lattice results are linked to physical values. In particular, we haveQs ∝

√
NcQ for the

Nc-dependence of the saturation scale [΁ͽ] and g2ϵ(t|τ = 0) ∝ NcNg for the initial energy
density [΁ͼ]. A physically meaningful, dimensionless combination with the leading Nc-
behavior scaled out is thus g2ϵ/(Q4NcNg) plotted versus

√
NcQτ .

In Figure ΁.ͻ, where we applied this rescalingͻ, we clearly see that there is no significant
difference in the observables we are studying.ͼ In addition, the Nc-dependence appears
to be much weaker than the sensitivity to the parameters of the CGC initial conditions,
which will be discussed in Section ΁.ͽ. We checked this observation for several parameter
settings with the same outcome and will therefore focus mostly on the SU(2) gauge group

ͻIn the following, we will keep the scaling factor for the energy density, but we will drop the
√
Nc nor-

malization factor in front ofQτ in order to ease the comparison with other works, where this is almost
always neglected, too.

ͼAs a reminder: The pressure components are fully determined by the components of the energy density
via (΀.ͻͿ) and (΀.ͻ΀).
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Figure ΁.ͼ: Left: Total energy density for different transverse lattice ex-
tentsN2

⊥. Right: Transverse and longitudinal components of the energy
density for different time discretizations āτ .

in the following, in order to reduce numerical costs.

We want to stress that we do not apply any additional UV cutoff, unless it is written
in the plot title. The IR and UV cutoffs entailed by our lattice discretization is of course
always present. Regarding theNc-dependence we found that the lower the additional UV
cutoff, the lower the discrepancy between SU(2) and SU(3), which is why we present the
results without an additional lattice UV cutoff in Figure ΁.ͻ.

7.2 Laƫce arƟfacts

Every lattice simulation introduces so-called lattice artifacts, which are originating from
the discretization of spacetime. On the one hand, there are obviously discretization ef-
fects as a consequence of the finite lattice spacing aµ. On the other hand, there are also
boundary effects due to the finite volume of the lattice and, particularly in our case, due
to the periodic boundary conditions, which we discussed in Section Ϳ.ͼ.ͻ.

It is hence necessary to study these lattice artifacts in order to be able to define a param-
eter set, where they are bearable and, at best, negligible yielding ameaningful description
of the actual physics. This section is dedicated to exactly this investigation.

We want to stress that instead of the normally used 10 configurations we only use an
ensemble of 4 configurations for the largest transverse lattice extent, N⊥ = 8002, due to
the substantially higher computation times. However, even for this choice the statistical
errors are still manageable.
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Figure ΁.ͽ: Total energy density (left) and total energy density times
the proper time (right) for a nucleus represented by 4002 lattice points
embedded in different lattice sizes.

7.2.1 DiscreƟzaƟon effects

Ideally, the unphysical lattice spacings aµ should have no effect on our results. As can
be seen in Figure ΁.ͼ (left), this is not the case in the classical CGC description, even
though the discretization effects become negligible for Qτ ≳ 0.3 and a transverse lattice
size of N⊥≥400. It is crucial to notice, that in the non-expanding case, where the initial
energy density stays constant, this is not the case and we have to deal with significant
discretization effects. However, the additional UV cutoff (cf. Section Ϳ.ͽ and Section ΁.ͽ)
will turn out to be a possibility to tackle this issue.
For the investigation of the different CGC initial condition parameters we will choose a

4002 lattice, since it is a reasonable compromise between accuracy and computation time.
We also have to be sure that there are no discretization effects stemming from the nu-

merical time integration. To this end we vary the dimensionless temporal lattice spacing
āτ , with corresponding results for the transverse and longitudinal energy density shown
in Figure ΁.ͼ (right). We used āt|τ = 0.05 ⇔ at|τ = 0.05 aσ|⊥ for all the results presented
in this work, since this choice leads to negligible systematic errors coming from our time
discretization.

7.2.2 Boundary effects

Since we are employing periodic boundary conditions, the identification of the whole
transverse plane as the two centrally colliding nuclei is at first glance counterintuitive.
Wewill therefore apply themethod introduced in Section Ϳ.ͼ.ͻ allowing for a description
where the nuclei are not spread over the whole transverse plane but rather are embedded
in it as depicted in Figure Ϳ.ͼ.
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4002 in 6002 14h 18min

4002 in 8002 46h 26min
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Figure ΁.;: Computation time for one initial configuration for collid-
ing nuclei represented by 4002 lattice points embedded in three differ-
ent transverse lattices. All computations were performed on one dual-
socket Intel Xeon Ivy Bridge E5-2670v2 node with 20 CPU cores at the
LOEWE-CSC cluster.

In the last subsection, we found that a transverse plane with 4002 lattice points is a
reasonable choice. We will now use the exactly same initial conditions for the system of
two nuclei described by these 4002 lattice points, but this time also embed it into larger
planes in order to study possible effects coming from the periodic boundary conditions
and the finite lattice volume, respectively.
In Figure ΁.ͽ we show the total energy density ϵ (times the proper time τ ) for three

different scenarios: First, the nucleus is spread over the whole 4002 lattice points on the
transverse lattice plane as is usually done in the MV model, second, the nucleus is repre-
sented by 4002 lattice points within a 6002 lattice and third, the same nucleus is embedded
in an 8002 lattice.
We observe an effect at the 5%-level which is in the ballpark of the discrepancy be-

tween SU(2) and SU(3) observed in Section ΁.ͻ. However, as we already stated for the
Nc-dependence, this effect is much weaker than the sensitivity to the CGC parameters,
as we will see in Section ΁.ͽ. Furthermore, the larger transverse lattice extents result in
tremendously larger computational costs (cf. Figure ΁.;). To this end, we will stick to the
originally proposed scenario, where the nuclei cover the whole transverse plane.
A possible explanation for the rather moderate boundary effects is that the total diam-

eter of the plane representing the nuclei is for our choice of parameters around 12 fm, cf.
(Ϳ.ͽ). Apparently, this distance is large enough to suppress the inaccuracies introduced
by the periodic boundary conditions.

7.3 InvesƟgaƟng the CGC parameter space

As introduced in Section Ϳ.ͻ, the classical Yang-Mills system depends on various param-
eters introduced through the CGC initial conditions. For the classical description of the
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Figure ΁.Ϳ: Total energy density for different numbers of longitudinal
sheets Ny with (left) and without (right) an additional IR cutoff.

CGC-model to be self-consistent, the parameters representing different scales of the prob-
lem have to satisfy

1

L⊥
≲ m ≪ Q ≪ Λ ≲ 1

a⊥
, (΁.ͻ)

where a⊥ is the transverse lattice spacing, 1
a⊥

the order of the resulting lattice UV cutoff,
L⊥ =N⊥a⊥ the length of the quadratic transverse plane, m the IR cutoff, and Λ the ad-
ditional UV cutoff introduced while solving Poisson’s equation (;.΃). The dimensionless
version of (΁.ͻ) reads

1

QL⊥
≲ m

Q
≪ 1 ≪ Λ

Q
≲ N⊥

QL⊥
. (΁.ͼ)

In particular, this means for our common choice of QL⊥ = 120 that we have to fulfill
N⊥ ≫ 120, which supports the outcome of Section ΁.ͼ.
The original MVmodel, which considers no additional IR or UV cutoff, corresponds to

the special case, wherem equals its lower bound and Λ is identical to the lattice cutoff.

In the following subsections, we will study how the system’s energy density depends on
the two cutoff parametersm andQ. We will also present a method to reduce the number
of free parameters by keeping the system’s physical energy density fixed. Furthermore, we
will study the influence of the number of infinitesimal longitudinal sheets (cf. Figure ;.ͼ)
and determine its smallest number to sufficiently approximate Ny→∞.

7.3.1 Number of longitudinal sheets

As shown in [΁ͼ], the initially proposed initial conditions of the MVmodel lack random-
ness within the longitudinal dimension. Fukushima proposed to useNy sheets describing
the colliding nuclei rather than only a single one, as we already discussed in Section ;.ͻ.
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Figure ΁.΀: Total energy density for different IR cutoff parametersm.

The artificial parameter Ny originates from our numerical implementation and thus
vanishes in the continuum extrapolation, where Ny→∞. Figure ΁.Ϳ shows that the total
energy density depends strongly on Ny for small values ≲ 30 and then saturates. This
saturation gets amplified if we add an additional IR cutoff, since we obviously have a
faster saturation form/Q=0.1 than form/Q=0. This has also been observed in [΁ͽ] and
is intuitive since the IR cutoff introduces an additional screening of the color sources and
hence reduces the correlation length in rapidity direction.
Since the computation time grows linearly with the number of longitudinal sheets,

Ny=30 is a reasonable, which we thus set for almost all simulations.

7.3.2 Infrared cutoff

The next parameter of our CGC initial conditions we will have a closer look at is the IR
cutoff m. It enters the initial conditions while solving Poisson’s equation (;.΃) and is
equivalent to the logarithmic infrared cutoff introduced in the solution of its analytical
equivalent [΁ͽ].
Physically the parameter m indicates the inverse length scale at which objects in our

framework are color neutral [΁΀]. Regarding the two colliding nuclei, we can identify
these objects as nucleons and hence,

m = 0.1Q ≈ 200MeV ≈ 1 fm−1 ≈ R−1
p , (΁.ͽ)

with Rp being the proton radius, is a sensible choice.
The choice of m/Q seems to have a huge effect on the initial energy density which

can easily be seen in Figure ΁.΀. However, this can be explained by the fact that the
relation of the MV parameter Q and the saturation scale Qs is non-trivial. In particular,
as studied in [΁ͽ], the parameter m has influence on the ratio Q/Qs: At Ny = 30 the
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N2

⊥ with an additional UV cutoff of 1.7Q, which was suggested in [΂΂].

physical saturation scaleQs is around 0.85Q form/Q=0.1 and around 1.03Q form/Q=0.
Since the energy density is normalized by Q4, this leads to a factor of ≈2.16, if we would
consider the physically relevant dimensionless quantity ϵ/Q4

s.
In addition, the required number of infinitesimal sheets Ny, which is needed to rea-

sonably approximate Ny →∞, varies with m, which we already obtained in Figure ΁.Ϳ.
Consequently, this is a further explanation for the seemingly large effect of m on the
initial energy density.
To this end, we almost always stick to the choice m/Q=0.1, which we physically mo-

tivated in (΁.ͽ). However, we will in some cases for comparison present results based on
m=0, since this was the initially proposed choice of the MV model.

7.3.3 Ultraviolet cutoff

Wesaw in Section ΁.ͼ.ͻ that classical lattice simulationswithCGC initial conditions suffer
from significant discretization effects, especially in the non-expanding case. In addition,
taking the limit a⊥→0 is problematic since more and more UV modes enter the system,
which are not correctly described within our classical approximation.
As discussed in Section Ϳ.ͽ, the introduction of an additional UV cutoff Λ is a possi-

ble way to handle this conflict. It is applied while constructing the color potentials via
Poisson’s equation (;.΃). This allows us to take the limit a⊥→ 0, without violating the
classical approximation. However, this procedure introduces a new parameter, for which
there is – at the time of writing – no physically motivated value as it was the case for the
IR cutoffm, cf. (΁.ͽ).
With the choice Λ/Q=1.7, which was suggested in [΂΂], we see a faster saturation for

a⊥ → 0, as can be obtained from Figure ΁.ͼ (left) and Figure ΁.΁. Obviously, the total
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Figure ΁.΂: SU(2) total energy density on a 4002 lattice withNy=30 for
different scale settings QL and different UV cutoffs ΛL without IR cut-
off (left) andm/Q=0.1 (right) at initial time (top) and atQτ=0.3 (bot-
tom). The dashed lines represent constant energy density levels, which
are even multiples of 107 and the gray horizontal line represents the
lattice UV cutoff above which the additional UV cutoff does no longer
affect the system. The red and yellow solid lines are examples for con-
stant energy densities at the common choice of QL = 120: Red lines
indicate the UV cutoffs Λ ∈ {Q, 2Q, 3Q, 4Q} and the yellow line refers
to the constant energy density contourwithout an additional UV cutoff,
which is the choice of the majority of previous studies.

energy density computed with an additional UV cutoff is reduced due to the missing
higher modes. In this case by a factor of ≈3 for N⊥=400.

This seems to be similar to the observation we made on the IR cutoff m, which also
entails a strong influence on the system’s total energy density, but with an important
difference: The ratioQ/Qs is practically independent of the UV cutoffΛ, as Fries, Kapusta
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Figure ΁.΃: Total energy density (left) and total energy density times
proper time (right) for different values of the UV cutoff parameter Λ
corresponding to a fixed physical energy density at initial time using
m/Q=0 and at Qτ=0.3 usingm/Q=0.1.

and Li show in [΂΃].ͽ

Consequently, we can tune our total scale QL to be able to perform computations at
constant physical energy L4ϵ for different UV cutoffs ΛL. The outcome of this investiga-
tion are the contour plots shown in Figure ΁.΂. We show the contour plot at Qτ = 0.3 as
well, since this is the regionwhere evenwithout an additional UV cutoff the discretization
effects are negligible for N⊥ = 400 in the expanding case, cf. Figure ΁.ͼ (left).

We are now able to perform simulations at constant physical energy density and study
the influence of the additional UV cutoff. A corresponding example for the time evolution
of the total energy density for different combinations of Q and Λ is given in Figure ΁.΃.
We present results without an IR cutoff, where we fixed the initial energy density using
the top left contour plot in Figure ΁.΂. Additionally, we show results with an IR cutoff of
m/Q=0.1, where we fixed the energy density atQτ=0.3, the time at which discretization
effects should have vanished for our choice of parameters, using the right bottom contour
plot in Figure ΁.΂.

7.4 OccupaƟon numbers

It is a well-known fact that during the simulation in a static box higher modes get more
and more populated compared to the expanding system where the opposite behavior is
exhibited [΂ͺ,΂΂,΃ͺ,΃ͻ]. We confirm this by an investigation of the occupation number of

ͽStrictly speaking, they show that the saturation scaleQs is virtually independent of the UV cutoff Λ, but
thereby, all other parameters were kept fixed, which implies the independence of Λ and the ratioQ/Qs.
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Figure ΁.ͻͺ:Occupation number as a function of the momentum p/Q

for different IR and UV cutoffs at initial time (top) and after the same
number of time evolutions in the static box scenario (bottom left) and
in the expanding formulation (bottom right).

the field quanta depending on theirmomentum, where the occupation number is defined
via the energy density distribution in Fourier space, cf. (΀.ͽ;).

Figure ΁.ͻͺ (top) shows the mode occupation for different cutoff values at initial time.
In order to study the full range of the influence of the additional UV cutoff, we deliber-
ately chose Λ = Q, which is its smallest sensible value according to (΁.ͻ). One clearly
sees that the additional UV cutoffs cause a strong suppression of higher modes. Another
observation is that the distribution is rather independent of the IR cutoff value.

Note that the horizontal axis starts at p=0.1Q, which is the lower border of the regime
where the free massless dispersion relation is obtained in [΂ͽ], cf. also (΀.ͽͼ). The high-
est momentum, which can be described by our lattice setup is given for the here used
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Figure ΁.ͻͻ: Pressure ratio (left) and total energy density normalized
by its value at∆=0 (right) for different fluctuation amplitudes∆ using
the exact same transverse initialization.

parameter set by

pmax ≡
√
2πN⊥

QL
Q ≈ 14.81Q , (΁.;)

where we used (Ϳ.΂). As a check, this is in accordance with value where the curves end
in Figure ΁.ͻͺ.
The different evolutions of the exact same initial configuration in the two frameworks

is depicted in Figure ΁.ͻͺ (bottom). While without an additional UV cutoff the distribu-
tions of the modes nearly reach a plateau in the static box, the occupation of the higher
modes in the expanding system stays low. In addition to the possibility of taking the
limit a⊥→ 0, this is a clear demonstration of the importance of the additional UV cut-
off in the static box scenario, since we need high occupancies and a domination of the
low-momentum regime in order to verify our classical description.

7.5 Towards isotropizaƟon

It is a well-known fact, that a system within the CGC framework will never isotropize at
lowest order and thus utilizing the “standard” MV model, which is a lowest order de-
scription of CGC, is not sufficient to study isotropization [΂ͻ]. However, the concept of
adding longitudinal fluctuations, which we introduced in Section ;.ͽ, is a promising ap-
proach. Corresponding investigations of the originally proposed MV model plus these
fluctuations are given, e.g., in [ͼ΂,΂ͻ,΂΂].
One of the findings in these references is that the longitudinal expansion drives the

system away from isotropy and consequently no full isotropization can be reached in the
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Figure ΁.ͻͼ: Pressure ratio for different longitudinal lattice extents Nz

using the exact same transverse initialization. Note that the zoom inlay
also has a logarithmic horizontal axis.

comoving formulation.; To this end, we focus on the static box scenario and investi-
gate the evolution of the ratio of the pressure components PL/PT in order to quantify
the system’s isotropy. Obviously, we have to extend our two-dimensional analysis by an
additional longitudinal direction Nz requiring 3D lattice simulations.

7.5.1 The effect of the fluctuaƟon amplitude

Adding fluctuations to the initial chromo-electric fields (;.;ͺ) yields Ēinit→ Ēinit + δĒ

and thus a non-vanishing initial energy density in the transverse components with the
following proportionality,Ϳ

Ē⊥,init = δĒ⊥ ∝ ∆ ⇒ ϵ̄E⊥,init ∝ Ē2
⊥,init ∝ ∆2 . (΁.Ϳ)

Hence, adding longitudinal fluctuations to the system entails a growth of the initial en-
ergy density and, consequently, we have tomonitor the total energy density while varying
the fluctuation amplitude ∆. The corresponding lattice results for the pressure ratio as
well as for the energy density is shown in Figure ΁.ͻͻ.
After the peak at around Qt ≈ 0.6 it follows a damped oscillating behavior towards

PL/PT =0, which originates from turbulent pattern formation and diffusion [΂΂] and pre-
cludes a hydrodynamical description. Then, the pressure ratio rises (for ∆> 0) and the
system evolves towards isotropization. Obviously, increasing ∆ reduces the isotropiza-
tion time, but a too large seed affects the early behavior of the system, which manifests

;A figure substantiating this statement is given in Appendix D.;.
ͿInAppendixD.;we show the corresponding proportionality in the comoving formulation, which involves
additional numerical obstacles and is thus another reason why we stick to static box scenario.
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itself through a strong change in the pressure ratio and a significant increase in the energy
density.

For ∆ ≲ 10−2 there is no visible effect on the pressure ratio at early times (Qt ≲ 20)
and also the energy stays constant within numerical fluctuations. That is why we will
choose this value in the majority of the following investigation concerning the system’s
isotropization.

7.5.2 VariaƟon of the longitudinal box size

Till now, we have not focused on the system’s dependence on the longitudinal extent of
our static box. Since we are using an isotropic description, i.e. a⊥ = az = aσ, changing
the number of longitudinal lattice points Nz is equivalent to extending the physical size
of the box in that direction. Obviously, the computation time growth linearly with Nz,
since it is the number of transverse slices we have to iterate on the lattice. In Figure ΁.ͻͼ
we see a strong dependence on Nz, which seems to decrease for larger values and should
vanish in the limit Nz→∞. Interestingly, for a very small value of Nz = 10, the system
behaves comparable to the unperturbed ∆=0 case.

However, both varying Nz and varying ∆ lead to a similar curve progression at late
times, which appears to be logarithmic in Qt. Extrapolating the values of the 2003 sim-
ulation with ∆ = 10−2, which is the parameter combination we will mostly stick to in
the following, leads to a hydrodynamization time΀ of t ≈ 800/Q ≈ 80 fm. This value is
considerably too high, but fits earlier static box observations, e.g., in [΂΂].

΀The hydrodynamization time is the time where hydrodynamic models are said to be applicable and is
commonly defined via the pressure ratio, PL/PT =0.7.
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tion amplitudes ∆. All curves are based on the exact same transverse
initialization.

7.5.3 Cutoff dependence of the isotropizaƟon Ɵmes

The pressure ratio is highly sensitive both to the IR and to theUV cutoff as can be obtained
from Figure ΁.ͻͽ. The process of isotropization gets clearly slowed down by the IR cutoff
m, while the UV cutoff Λ has a rather moderate influence on it. Furthermore, especially
the UV cutoff changes the qualitative curve shape at early times significantly.

Both cutoffs also increase the sensitivity to the fluctuation amplitude∆ with regard to
the relative growth of the energy density. The respective impact of the IR (left) and UV
(right) cutoff on the system’s total energy density is shown in Figure ΁.ͻ;.

A comparison with the cutoff-free result of Figure ΁.ͻͻ (right), yields that both cutoffs
slightly reduce the statistical fluctuations, while the relative rise in the energy density
gets reinforced, particularly by the additional UV cutoff. This is due to the fact that the
total energy density of the system is reduced by the cutoffs and thus the additional energy
density coming from the fluctuation term, which is cutoff independent, gets relatively en-
hanced. The respective relative growth in the energy density is summarized in Table ΁.ͻ,
where we clearly see the proportionality of the energy density originating from the fluc-
tuations, ϵfluc ∝ ∆2. The absolute increase is independent of the additional cutoffs and
reads for the parameters chosen throughout this subsection

g2ϵfluc
Q4NcNg

≈ 3.9∆2 . (΁.΀)
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g2ϵ
Q4NcNg

relative increase

∆=0 ∆=10−1 ∆=10−2 ∆=10−3

no additional cutoff 0.163 23.9% 0.239% 0.00239%
m/Q=0.1 0.122 32.2% 0.321% 0.00322%
m/Q=0.1 and Λ/Q=1.7 0.057 68.1% 0.682% 0.00683%

Table ΁.ͻ: The total energy density and its relative increase due to the
fluctuations for different cutoff setups, cf. Figure ΁.ͻͻ (right) and Fig-
ure ΁.ͻ;. The statistical errors are all below the 1%-level.

7.5.4 IsotropizaƟon studies at constant energy density

In Section ΁.Ϳ.ͻ we have shown, that the fluctuation seed ∆ cannot be taken to higher
values than ≈ 10−2 without affecting the system’s energy density significantly. In Sec-
tion ΁.ͽ.ͽ we presented investigations at constant energy density, where the energy de-
crease due to the additional UV cutoff Λ was compensated by changing the overall scale
QL. We will now present a similar study by relating ∆ and Λ.
By tuning Λ and ∆ appropriately, we are able to keep the system’s total energy density

fixed. Thereby no further parameter has to be varied and hence the physical setup stays
unaffected. Hence, changing Λ and ∆ while keeping the energy density fixed, allows for
an investigation of the system depending on the relative amount of initial energy density
described by the classical CGC initial conditions and hence allows us to set, in a sense,
the “border” that separates the classical IR regime from the quantum UV sector within
our description. To this end, we plot the energy density ϵ/Q4 in the ∆-(Λ/Q) plane in
Figure ΁.ͻͿ.

7.6 Chromo-Weibel instability

In the last subsection we saw that the system isotropizes if we add quantum fluctua-
tions to the classical MV initial conditions. In particular, instabilities such as the so-
called chromo-Weibel instability have been proposed as a collective phenomenon that
may thermalize a weakly coupled non-Abelian plasma and is thus a subject of intense
research [΃ͼ–΃΃].
The chromo-Weibel instability is in the linear limit similar to theWeibel instability in

electrodynamic plasmas [ͻͽ, ͻͺͺ]. However, non-abelian plasmas exhibit non-linear in-
teractions which lead to a development of an instability characterized by a turbulent cas-
cade of energymodes [ͻ΁,ͻͺͻ,ͻͺͼ]. The increase of the pressure ratio towards isotropiza-
tion, which we obtained in Section ΁.Ϳ.ͻ, may be attributed to the chromo-Weibel insta-
bility as we show now.
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Figure ΁.ͻͿ: Total energy density for different fluctuation seeds∆ and
different UV cutoffs Λ/Q at initial time. The dashed lines represent
constant energy density levels, which are integer multiples of 0.05. The
solid lines correspond to constant energy densities obtained for ∆=0,
where the red lines indicate Λ values of 1.7Q, 3Q, 5Q and 10Q, while
the green line shows the respective constant energy density contour
where no additional UV cutoff was applied. The gray horizontal line
represents the lattice UV cutoff above which the additional UV cutoff
does no longer affect the system.

First, our anisotropic initial conditions imply a fluctuating current, a necessary ingre-
dient for the occurrence of a Weibel instability. Second, a Weibel instability causes a
rapid population of harder modes during evolution in time, which is clearly realized in
our system as we showed in Section ΁.;.
However, the most striking illustration of the occurrence of a chromo-Weibel instabil-

ity is obtained by looking at the chromo-electric and chromo-magnetic energy densities
in position space, where filaments caused by the instability are clearly visible. Figure ΁.ͻ΀
shows the amplitude of the transverse chromo-magnetic energy density in the yz-plane
while averaging over the remaining x-direction.΁ Each box is a snapshot at a certain time
step given in the plot title, where the position of the time value corresponds to the re-
spective plot row.
The horizontal pattern atQt=0.3 (first row of Figure ΁.ͻ΀) for∆ = 10−2 and∆ = 10−3

represents the initial fluctuations which are independent of the longitudinal direction
z. At the next time step (Qt = 90, second row) the chromo-Weibel instability is visible
by the filaments that become clearer for higher fluctuation seeds. At late times of the
΁In Figures ΁.ͻ΀ and ΁.ͻ΁, we can of course replacex by y and vice versa, since the two transverse directions
are indistinguishable.
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Figure ΁.ͻ΀: Snapshots of the transverse component of the chromo-
magnetic energy density, cf. (΀.ͻͺ) and (΀.ͻͻ), in the yz-plane at dif-
ferent times (top down: Qt ∈ {0.3, 90, 300}) and different fluctuation
amplitudes (left to right: ∆∈{10−1, 10−3, 10−3}).

simulation (Qt = 300, third row) saturation kicks in and the filaments dissolve again.

As a check, Figure ΁.ͻ΁ shows that indeed no filament structure arises in the transverse
plane, as expected. This holds both for the chromo-magnetic and for the chromo-electric
energy densities as well as for all of their components. The averaged values of the energy
densities are random with large deviations at early stages which get smoother during the
time evolution.

Qualitatively the snapshots do not change, if we replace the chromo-magnetic energy
density ϵB by the chromo-electric energy density ϵE , with one exception: For a fluctuation
amplitude of∆=10−1, we see a direct filamentation in the transverse-longitudinal plane
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Figure ΁.ͻ΁: Snapshots of the longitudinal component of the chromo-
electric energy density, cf. (΀.ͻͺ) and (΀.ͻͻ), in the xy-plane at different
times (top down: Qt ∈ {0.3, 90, 300}) and different fluctuation ampli-
tudes (left to right: ∆∈{10−1, 10−3, 10−3}).

for ϵBT and ϵEL while this is not the case for ϵBL and ϵET , where we only see a dynamic΂

filamentation. The corresponding missing figures can be found in Appendix D.Ϳ.
In Figure ΁.ͻͻ we saw a significant change in the early stages of the simulation (left)

and a substantial increase of the system’s energy density (right) for a fluctuation seed of
∆ = 10−1, as discussed in the beginning of this section. Figures ΁.ͻ΀ and ΁.ͻ΁ confirm
this observation, which is evident from the fact that for ∆ = 10−1 we already see clear
filaments at Qt = 0.3 (cf. Figure ΁.ͻ΀) and also that the colors of the left column of both
Figure ΁.ͻ΀ and Figure ΁.ͻ΁ aremuch brighter than the two others, which implies a higher

΂The term “dynamic” means in this case “occurring during the time evolution”.
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Chapter ΅ Pure Yang-Mills simulations

overall energy density of the system.
In the comoving framework we could not find any dynamic filamentation. Neverthe-

less, for fluctuation amplitudes of the order of 10−1 we obviously do see filaments right
from the beginning, since the initial configuration is equivalent to the one we have shown
for the static box scenario. However, as already stated in Section ΁.Ϳ.ͻ, even this high
fluctuation amplitude is not sufficient to reach isotropization due to the expansion of
the system.
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In this chapter we will present first results of simulations of the classical MV initial
conditions in the presence of fermions. In particular, this semiclassical study is dedi-
cated to the investigation of the fermionic impact on global observables such as the total
energy density (΀.΃) and the ratio of longitudinal (΀.ͻͽ) and transverse (΀.ͻͼ) pressure.
The latter study is especially related to the question, whether the isotropization times
we obtained in the pure gauge case (cf. Section ΁.Ϳ) get affected by the presence of the
fermionic degrees of freedom.

As discussed in Chapters ͻ and ͽ, simulations including fermions require significantly
larger computational resources, even in the case of our stochastic low-cost implemen-
tation (cf. Section ͽ.ͽ). Therefore, we are forced to use smaller lattices and will choose
a cubicͻ one with 603 lattice points. Furthermore, we use massless fermions and also
exclude the doubler term, which introduces additional computational costs due to the
entailed field multiplications in the equations of motion (ͽ.΁΀) and the computation of
the fermionic energy density (ͽ.;Ϳ).

For this choice and using an ensemble of Nens = 20 gendered fermions, which yields
numerically robust results, the computation time grows by a factor of ≈30 compared to
the pure gauge case, which should justify the performed simplifications.

ͻSince we want to study the System including fluctuations, we need the third spacial dimension. For
the pure gauge simulations, we mostly used cubic lattices in order to exclude finite volume effects in
longitudinal direction, which is why we do so here as well.
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Figure ΂.ͻ: Left: The sumof the gluonic (pure gauge) and fermionic en-
ergy density ϵtot for different initial fermionic pseudo-Temperatures Tinit
compared to the respective pure gauge result. Right: The single gluonic
and fermionic contributions for two of these pseudo-temperatures.

8.1 Total energy density

The first observable we investigate is the total energy density of the system. Of course
adding fermions entails an increase of the system’s energy due to the additional amount
of elements contributing to it.
In Figure ͽ.ͽ we showed that the initial fermionic energy density is highly sensitive to

the temperature. However, setting a reasonable value for the latter is non-trivial since a
temperature is only defined in a thermalized system whereas the initial stage of a heavy-
ion collision which we are investigating is far away from equilibrium. On the other hand,
a vacuum initialization also seems to be questionable due to the high energy densities
and pressures present in the pure gauge sector.
To this end, we vary the Temperature of the fermionic degrees of freedom and treat it

as a pseudo-temperature, which defines the initial fermionic energy density.
Different than it was the case in the pure gauge simulations, we now have to separate

the two scales building up the MV parameter Q≡ g2µ. This is due to the fact that g has
now the import role of the coupling of the fermions to the gauge sector. In accordance
with our previous simulations, we will use

QL⊥ ≡ g2µ a⊥N⊥ = 120 (΂.ͻ)

for all following investigations.
As it is the commonly proposed value of the coupling constant [΂ͻ,΂;,΂΂], we will use

g=2 as a starting value of our semiclassical studies. In Section ΂.ͼ we will, however, also
present results for different couplings in order to study the respective ramifications.

΃;
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Figure ΂.ͼ: The pressure ratio for different initial fermionic pseudo-
temperatures Tinit compared to the pure gauge case. Note the missing
log scale in the right plot.

Figure ΂.ͻ (left) shows the total energy density ϵtot ≡ ϵψ+ ϵpure gauge, where ϵψ is the
fermionic energy density (ͽ.;Ϳ) and ϵpure gauge the energy density of the pure gauge sec-
tor defined as ϵ in (΀.΃). Besides the expected rise in the total energy density for higher
pseudo-temperatures, which originates form the temperature dependence of ϵψ (cf. Fig-
ure ͽ.ͽ), we see a fluctuating pattern at early times, which gets milder for Tinit→∞.
In Figure ΂.ͻ (right) the pure gauge and the respective pure fermionic parts of the total

energy density ϵtot are presented for a fermionic vacuum initialization (Tinit=0) and one
with a rather high pseudo-temperature (Tinit=5). During the first time evolution steps,
we clearly see an exchange of energy first from the fermionic to the gluonic sector and
then, for Qt≈ 1.5, vice versa. This behavior is attenuated in the case of higher pseudo-
temperatures. However, in both cases the energy densities saturate and become constant
at Qt≈100 for Tinit=0 and Qt≈160 for Tinit=5.
Hence, it is obvious that there is a noticeable effect of the fermionic degrees of free-

dom on the pure gauge system, which becomes milder and milder for higher pseudo-
temperatures. In the next section we will see whether and, if so, how the isotropization
process changes when we include fermions. To this end, we will also vary the coupling
constant g.

8.2 IsotropizaƟon Ɵmes

In order to investigate the isotropization process of systemwemonitor the time evolution
of the longitudinal to transverse pressure ratio as we already did in the pure gauge case,
cf. Section ΁.Ϳ. Apart from the initial fermionic pseudo-temperature Tinit, we will in this
section also vary the coupling constant g, which determines strength of the gluonic and

΃Ϳ
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Figure ΂.ͽ: The pressure ratio for different initial fermionic pseudo-
temperatures Tinit compared to the pure gauge case choosing two dif-
ferent couplings, g=1 (left) and g=0.01 (right), respectively.

fermionic interactions. Thereby we will keep our overall scale (΂.ͻ) constant.
To begin with, we present results for the pressure ratio for various initial fermionic

pseudo-temperatures Tinit for the choice of g = 2, cf. Figure ΂.ͼ. For this relatively high
value of the coupling constant we see a significant change in the isotropization process.
The initial oscillating pattern of the pressure ratio gets amplified, particularly the first
peak at Qt ≈ 1.5. This effect gets diminished for higher values of the initial pseudo-
temperature Tinit. Moreover, we clearly see a considerably faster isotropization for the
vacuum initialization. For Tinit=1 the isotropization time is still shorter while for pseudo-
temperatures above that value it appears to be longer with a maximum at Tinit = 2. For
Tinit→∞we then approach the pure gauge result, which is in accordancewith the findings
from Section ΂.ͻ, where we observed that the exchange of the gluonic and fermionic
sector vanishes in that limit.
We now want to study the influence of the strength of the coupling. We chose two

smaller values for the coupling constant, g=1 and g=0.01, and show the corresponding
results for the pressure ratios in Figure ΂.ͽ.ͼ By decreasing the coupling, a clear trend
towards the pure gauge result is visible. This is a plausible observation, since for very
small couplings the pure gauge system evolves almost independently of the fermionic
sector.
Nevertheless, we cannot confirm the claim that the fermionic degrees of freedom do

not contribute to the isotropization process. At least for sufficiently large values of the
coupling constant and small initialization temperatures we disproved this statement.

ͼA corresponding figure for g=0.6 can be found in Appendix D.΀.
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9.1 Summary and key findings

In this work we studied the early stages present immediately after a heavy-ion collision
in order to provide insights into the isotropization process of the system. We presented a
systematic investigation of the various parameters entering our description through the
CGC initial conditions, which are particularly based on the MV model. In the course of
this, also the extent of occurring discretization and finite volume effects due to the lattice
description as well as systematic errors stemming from the classical approximation were
monitored. Moreover, we explored the impact of the fermionic degrees of freedom on the
pure gauge setup described by the classical Yang-Mills theory. The key findings as well
as the corresponding approaches and methods we were using will be summarized and
discussed in the following.
We started out with an introduction of the theoretical basics that form the foundation

of this thesis in Chapter ͼ. It included a compilation of the central aspects of QCD as
well as of the Hamiltonian field theory and introduced the two different formulations
we utilized, i.e. the static box and the expanding system. It also comprised a motivation
of the classical description and a corresponding condition for its validity. Chapter ͽ pro-
vided a detailed introduction to the employed lattice framework containing the stochastic
fermion implementation and the derivation of the lattice equations of motion. Moreover,
we presented first numerical cross-checks which confirmed the correct implementation
of the fermionic energy density based on the stochastic formulation. Our lattice evo-
lution equations of the pure gauge part were also verified by comparing results of the
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real-time static potential with former works. This was followed by an introduction to
the CGC effective theory and the MV model in Chapter ; with whom we constructed the
initial conditions for our lattice simulations. Some important technical aspect including
definitions of the various lattice and model parameters were discussed in Chapter Ϳ and
the different observables we investigated were summarized in Chapter ΀ both in the con-
tinuum and on the lattice. The two subsequent chapters then presented the main part of
our numerical results.

In Chapter ΁ we studied the Nc-dependence as well as the lattice artifacts and exten-
sively investigated the CGC parameter space. We saw that we have to deal with significant
discretization effects in the static box whereas they become negligible in the expanding
formulation forQτ≳0.3 andN⊥≳400. Furthermore, we found that boundary effects play
a rather minor role as well as that themore economical SU(2) gauge group is adequate for
our description, since the sensitivity to the initial condition parameters is considerably
higher. In particular, we showed that the number of longitudinal sheets Ny and both
additional cutoffs have a major impact on the total energy density of the system. How-
ever, for the physically motivated choice ofm/Q=0.1 for the IR cutoff, we obtained that
for Ny ≳ 30 the dependence on the number of longitudinal sheets is gone and thus the
Ny→∞ limit is sufficiently approximated. Even though there is no physically motivated
choice for the UV cutoff, we presented amethod to reduce the number of free parameters
by appropriate contour plots. Moreover, the field occupancies based on a gauge invariant
definition were monitored and demonstrated the importance of the additional UV cutoff
especially in the static box.

The chapter closed with the investigation of the isotropization time obtained from the
longitudinal to transverse pressure ratio. We found that the system cannot isotropize
without extending the two-dimensional description to a three-dimensional where we
add fluctuations. It became apparent that the finite volume effects in the third spacial
direction are very large for small longitudinal extents and become bearable for Nz ≳ 20,
whereas the impact of the cutoffs and particularly the fluctuation amplitude∆ is tremen-
dous. However, we were once again able to reduce the number of free parameters by
relating the additional UV cutoff to the fluctuation seed via a contour plot allowing for
studies at constant total energy density. This also incorporates the possibility to vary the
amount of the system that is described classically which then determines the part of the
initial energy that is induced by the quantum fluctuations.

The last chapter preceding the present one, was devoted to the study of the impact of
the fermionic degrees of freedom. We saw a strong dependence of the isotropization pro-
cess on the initial fermionic pseudo-temperature Tinit as well as on the coupling constant
g. For small values of the former and large one of latter, in particular for Tinit=0 and g=2,
the isotropization gets highly accelerated. However, increasing the pseudo-temperature
or decreasing the coupling reduces this effect and for Tinit = 20 or g = 0.01 the results
became virtually identical to the corresponding pure gauge result.

΃΂



·.΀ Research perspectives

9.2 Research perspecƟves

Although we provided an extensive study of the parameter space of the classical MV
model, one can still expand this investigation. Especially in the three-dimensional case,
i.e. the one including longitudinal fluctuations, one could combine the two-dimensional
contour plots of Figure ΁.΂ and Figure ΁.ͻͿ to a three-dimensional version in order to
further reduce the number of free parameters.
As shown in Section ΁.Ϳ, the classical CGC system will never isotropize as long as no

quantum fluctuations are added. The perturbation of our initial setup by a single η-
mode represented by the rather simple fluctuation terms (;.ͽ΀) and (;.;ͻ) was, however,
sufficient to cause the system’s isotropization. Nevertheless, amore advanced description
of the quantum fluctuations will probably yield deeper insights into the mechanisms of
thermalization.
A different approach towards a better understanding of the thermalization process

would be to employ an appropriate kinetic description. Our results presented in this
thesis could then serve as a benchmark for the corresponding kinetic equations in the
classical sector.
Obviously, the computation of time evolutions in the quantum regime based on non-

perturbative techniques would be a significant breakthrough. A promising real-time ap-
proach in this respect is given by the framework of stochastic quantization on the lat-
tice [ͻͺͽ–ͻͺ΁].
With regard to our fermion implementation, there are clearly further investigations

available as well. A reasonable value for the coupling constant g stemming from first
principle considerations as well as sensibly defining an observable which provides infor-
mation about the number of present fermions together with an inclusion of respective
creation and annihilation processes would be a highly interesting extension.
One could also think about implementing more advanced fermion descriptions such

as overlap fermions [Ϳͼ, Ϳͽ]. In particular, they possess perfect lattice chiral symmetry,
which allows for studying transport phenomena induced by anomalies such as the chiral
magnetic effect [ͻͺ΂, ͻͺ΃]. Furthermore, this implementation also offers the possibility
of investigating chiral plasma instabilities [ͻͻͺ–ͻͻͼ].
Moreover, mesons made out of heavy quarks are of particular interest for the study of

the medium that is formed in relativistic heavy-ion collisions. Especially the bottomo-
nium, which has a relatively large binding energy in the vacuum make theorists spec-
ulate that it can survive in the deconfined phase. Additionally, the formation time of
τ ≈ 1 fm [ͻͻͽ, ͻͻ;] will make it sensitive to early-time dynamics. Corresponding pro-
duction yield rates between the ground state and excited states can provide information
about properties such as, e.g., the ratio of the shear viscosity to the entropy density. A
natural continuation of this thesis would thus be the study of bottomonia in real-time
classical simulations employing the formalism of non-relativistic QCD (NRQCD) [ͻͻͿ].
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A.1 Natural units

In natural units the reduces Planck constant ℏ, the speed of light c and the Boltzmann
constant kB are set to one,

ℏ = c = kB = 1 . (A.ͻ)

As a consequence, we can express all units in terms of the unit of energy,

[energy] = [mass] = [temperature] = [length]−1 = [time]−1 . (A.ͼ)

We will mostly use MeV = 106 eV ≈ 1.6021766208(98) × 10−13 J [ͼͻ] or 1 fm = 10−15m,
since these are convenient energy and length scales in particle physics. They are related
by the conversion constant

1 ≡ ℏc = 197.3269788(12)MeV fm . (A.ͽ)

As a result, the conversion to SI units of mass, temperature and time reads:

Mass: MeV ≈ 1.78266× 10−30 kg (A.;a)

Temperature: MeV ≈ 1.16045× 1010 K (A.;b)

Time: MeV−1 ≈ 6.58212× 10−22 s (A.;c)
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A.2 Comments on notaƟon

• Throughout this work we use a large number of lattice and CGC parameters. They
are summarized and explained in Section Ϳ.ͻ.

• We apply Einstein’s summation convention, i.e., a sum over all identical indices
(within one expression) is implied unless explicitly indicated otherwise.

• A variable with a “bar”, e.g. ϵ̄, denotes a rescaled dimensionless variable. In this case
the rescaled dimensionless energy density ϵ̄ ≡ g2a⊥ϵ, cf. (΀.΃) or (΀.ͼͿ).

A.3 Poisson bracket

Given the functions f(qi, pi, t), g(qi, pi, t) and h(qi, pi, t), the Poisson brackets are defined
as {

f, g
}
PB =

N∑
i=1

(
∂f

∂qi

∂g

∂pi
− ∂f

∂pi

∂g

∂qi

)
. (A.Ϳ)

They have the following properties (a, b ∈ R),{
f, g
}
PB = −

{
g, f
}
PB , (A.΀a){

af + bg, h
}
PB =

{
af, h

}
PB +

{
bg, h

}
PB , (A.΀b){

fg, h
}
PB =

{
f, h
}
PBg + f

{
g, h
}
PB , (A.΀c)

and fulfill the Jacobi identity,{
f,
{
g, h
}
PB

}
PB +

{
g,
{
h, f

}
PB

}
PB +

{
h,
{
f, g
}
PB

}
PB = 0 . (A.΁)

A.4 Generators and structure constants

A.4.1 SU(2)

The generators of the Lie algebra su(2) are defined via the Pauli matrices, T a = σa/2,
which have the following form:

σ1 =

(
0 1

1 0

)
σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0

0 −1

)
(A.΂)

The antisymmetric structure constants are identical to the Levi-Civita symbol in three
dimensions

fabc ≡ ϵabc =


+1, if (a, b, c) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)}

−1, if (a, b, c) ∈ {(1, 3, 2), (2, 1, 3), (3, 2, 1)}

0, else

(A.΃)

and the symmetric structure constants dabc are all equal to zero.
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A.΃ Gamma matrices

The antisymmetric structure constants are given by:

abc 123 147 156 246 257 345 367 458 678

fabc 1 1
2
−1

2
1
2

1
2

1
2
−1

2

√
3
2

√
3
2

Table A.ͻ: Antisymmetric structure constants of SU(3).

and symmetric structure constants by:

abc 118 146 157 228 247 256 338 344

dabc 1√
3

1
2

1
2

1√
3

−1
2

1
2

1√
3

1
2

abc 355 366 377 448 558 668 778 888

dabc 1
2
−1

2
−1

2
− 1

2
√
3
− 1

2
√
3
− 1

2
√
3
− 1

2
√
3
− 1√

3

Table A.ͼ: Symmetric structure constants of SU(3).

A.4.2 SU(3)

In the case of SU(3) the generators of the related Lie algebra are similarly specified, i.e.
T a = λa/2, where the Gell-Mann matrices λa are defined as:

λ1 =

(
σ1 0

0 0

)
λ2 =

(
σ2 0

0 0

)
λ3 =

(
σ3 0

0 0

)
λ4 =

0 0 1

0 0 0

1 0 0



λ5 =

0 0 −i
0 0 0

i 0 0

 λ6 =

0 0 0

0 0 1

0 1 0

 λ7 =

0 0 0

0 0 −i
0 i 0

 λ8 =
1√
3

1 0 0

0 1 0

0 0 −2


(A.ͻͺ)

All other structure constants are equal to zero, if they cannot be related by permutation
to the abc-combinations in Table A.ͻ and Table A.ͼ, respectively. Note that each permu-
tation gives an additional minus sign in the antisymmetric case.

A.5 Gamma matrices

The gammamatrices in the so-calledDirac basis are defined via the Pauli matrices (A.΂),

γ0 =

(
1 0

0 −1

)
, γi =

(
0 σi

−σi 0

)
, (A.ͻͻ)
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with the defining property {
γµ, γν

}
≡ γµγν + γνγµ = 2ηµν . (A.ͻͼ)

Note that we use the time favored metric (ͼ.ͽͺa). The γ5-matrix is given by

γ5 = iγ0γ1γ2γ3 =

(
0 1

1 0

)
, with

{
γ5, γµ

}
= 0 . (A.ͻͽ)

A useful relation for a 4-vector in Minkowski space x, which directly follows from (A.ͻͼ),
reads

(γµxµ)
2 = γµγνxµxν = ηµνxµxν = xµxµ ≡ x2 , (A.ͻ;)

with Einstein’s summation convention as usual.
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B.1 DiscreƟzed derivaƟves

The forward and backward discretized derivatives of a function f(x), with h ≪ 1, are
given by:

f ′ f (x) =
f(x+ h)− f(x)

h
+O(h) (B.ͻ)

f ′ b(x) =
f(x)− f(x− h)

h
+O(h) (B.ͼ)

The symmetric version and the second discretized derivative reads:

f ′(x) =
f(x+ h)− f(x− h)

2h
+O(h2) (B.ͽ)

f ′′(x) =
f(x+ h)− 2f(x) + f(x− h)

h2
+O(h2) (B.;)

The last line can easily be proven by a Taylor expansion of f(x ± h) around x and a fol-
lowing comparison of f(x+ h)− f(x− h) and f(x+ h) + f(x− h).
Note that for the symmetric discretized derivative the approximation error is O(h2),

while for a backward or forward discretization the error is O(h).
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To show that the covariant symmetric derivative on the lattice (ͽ.ͻ΀) has the correct
naive continuum limit, we expand the exponentials in the definition of the gauge link
variables (ͽ.ͻ;) and (ͽ.ͻͿ), yielding

Dµψ(x) =
1

2a

{[
1 + igaAµ(x+ µ̂) +O(a2)

]
ψ(x+ µ̂)

−
[
1− igaAµ(x− µ̂) +O(a2)

]
ψ(x− µ̂)

}
=
ψ(x+ µ̂)− ψ(x− µ̂)

2a

+ ig
Aµ(x+ µ̂)ψ(x+ µ̂) + Aµ(x− µ̂)ψ(x− µ̂)

2
+O(a)

a→0−−→ ∂µψ(x) + igAµ(x) .

(B.Ϳ)

B.2 Fourier transformaƟon

B.2.1 ConƟnuum definiƟon

Throughout this work, we use the symmetric convention for the Fourier transformation.
Accordingly, the Fourier transform and its inverse is given in the continuum and d di-
mensions by

f̃(p) =
1

(2π)
d
2

∫
Rd

f(x)e−ip·x , (B.΀a)

f(x) =
1

(2π)
d
2

∫
Rd

f̃(p)e+ip·x . (B.΀b)

B.2.2 Laƫce equivalent

Let us define the function f(n) on a lattice Λ = {n = (n1, . . . , nd) | nµ = 0, 1, . . . , Nµ− 1},
with |Λ| = N1 · · ·Nd = V . Its Fourier transform f̃(p) is then defined on the reciprocal
lattice Λ̃ = {p = (p1, . . . , pd) | pµ = 2π

aµNµ
kµ, kµ = −Nµ

2
+1, . . . , Nµ

2
}, with |Λ̃| = |Λ|, reading

f̃(p) =
1√
|Λ|

∑
n∈Λ

f(n) exp(−ipna)

=
1√
V

N1−1∑
n1=0

· · ·
Nd−1∑
nd=0

f(n1, . . . , nd) exp
(
− i

d∑
µ=1

2π

Nµ

kµnµ

)
, (B.΁a)

f(n) =
1√
|Λ|

∑
p∈Λ̃

f̃(p) exp(+ipna)

=
1√
V

N1
2∑

k1=−N1
2

+1

· · ·

Nd
2∑

kd=−Nd
2

+1

f̃(k1, . . . , kd) exp
(
+ i

d∑
µ=1

2π

Nµ

kµnµ

)
. (B.΁b)
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B.΁ Euclidian formulation

B.2.3 AddiƟons to the soluƟon of Poisson’s equaƟon

Applying

Λ(x± 1) =
1√
N

∑
p

Λ̃(p)eip(x±1) (B.΂)

ρ(x) =
1√
N

∑
p

ρ̃(p)eipx (B.΃)

to (;.ͼͼ) leads in one dimension to:∑
p

Λ̃(p)
[
eip(x+1) − 2eipx + eip(x−1) +m2eipx

]
= −

∑
p

ρ̃(p)eipx

⇔
∑
p

Λ̃(p)
[
eipei(p−p

′)x − 2ei(p−p
′)x + e−ipei(p−p

′)x +m2ei(p−p
′)x
]
= −

∑
p

ρ̃(p)ei(p−p
′)x

⇔ Λ̃(p)
[
eip − 2 + e−ip +m2

]
= −ρ̃(p)

p ̸=0⇔ Λ̃(p) =
ρ̃(p)

2− eip − e−ip +m2

(B.ͻͺ)

This can easily be extended to the two-dimensional case we are interested in,

Λ̃(p1, p2) =
ρ̃(p1, p2)

4− eip1 − e−ip1 − eip2 − e−ip2 +m2
, (B.ͻͻ)

where

ρ̃(p1, p2) =
1√
N1N2

∑
x,y

ρ(x, y)ei(p1x+p2y) . (B.ͻͼ)

B.3 Euclidian formulaƟon

The Euclidean expression for the action belonging to the fermionic part of the QCD La-
grangian density (ͼ.;) with a single flavor reads

SE =

∫
d4xLE ≡

∫
d4xd4y ψ(x)DE(x, y)ψ(y) , (B.ͻͽ)

where we introduced the Euclidean Dirac operator

DE(x, y) = δ(x− y)
(
γµEDµ +m

)
(B.ͻ;)

and a new set of gamma matrices γµE , which are related to those defined in Minkowski
space (cf. (A.Ϳ)) via ͻ {

γ1E, γ
2
E, γ

3
E, γ

4
E

}
=
{
− iγ1,−iγ2,−iγ3, γ0

}
. (B.ͻͿ)

ͻThis definition is usually referred to as the non-relativistic representation.

ͻͺ΃



Appendix B Lattice relations

Applying the Euler-Lagrange (D.ͻ) for ψ and the Euclidean Lagrangian density defined
in (B.ͻͽ) yields [΀ͺ] (

γµEDµ +m
)
ψ(x) = 0 , (B.ͻ΀)

which is the Euclidean Dirac equation.

B.4 From laƫce output to physical quanƟƟes

The dimensionless combinations of physical quantities, which are used throughout this
work are related to the bare lattice output (red) in the following way:

Qτ =
Q̄

a⊥
a⊥τ̄ = Q̄τ̄ = Q̄āτnτ (B.ͻ΁a)

g2ϵ

Q4
=

g2ϵ(
Q̄
a⊥

)4 =
g2a4⊥ϵ

Q̄4
=

1

Q̄4
ϵ̄ (B.ͻ΁b)

g2τϵ

Q3
=
g2a⊥τ̄ ϵ(

Q̄
a⊥

)3 =
τ̄ g2a4⊥ϵ

Q̄3
=
āτ
Q̄3

nτ ϵ̄ (B.ͻ΁c)

Obviously, we can replace τ by t and ϵ by PL/T .
The occupation number by definition is dimensionless, however, the relation to the

lattice output is non-trivial,

g2N(k) = g2n(k)V = g2
ϵ̃(k)

p(k)
a3⊥V =

g2a4⊥ϵ̃(k)

a⊥p(k)
V =

g2a4⊥ϵ̃(k)(
2πk
N

) V =
NV

2πk
˜̄ϵ(k) . (B.ͻ΂)
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AppendixC
Laƫce equaƟons of moƟon
Contents

C.ͻ Static box . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ͻͻͻ

C.ͼ Expanding system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ͻͻͿ

C.1 StaƟc box

C.1.1 Chromo-electric fields

We separate the derivation in a gluonic and a fermionic part,

∂t̄Ē
a
i (x) = −g2a4σ

∂HL

∂Āai (x)
= −g2a4σ

∂HL
F

∂Āai (x)
− g2a4σ

∂HL
G

∂Āai (x)
. (C.ͻ)

We find for the gluonic part ͻ

−g2a4⊥
∂HL

G

∂Āai (x)
= − ∂

∂Āai (x)

∑
y

ReTr
[∑

i

Ē2
i (y) + 2

∑
k<j

(1− Ukj(y))
]

= 2
∂

∂Āai (x)

∑
y,k<j

ReTr
{
Uk(y)Uj(y + k̂)U †

k(y + ȷ̂)U †
j (y)

}
= 2

∑
y,k<j

ReTr
{
i
[
T bUk(y)Uj(y + k̂)U †

k(y + ȷ̂)U †
j (y)δabδikδxy

+ Uk(y)T
bUj(y + k̂)U †

k(y + ȷ̂)U †
j (y)δabδijδx,y+k̂

− Uk(y)Uj(y + k̂)U †
k(y + ȷ̂)T bU †

j (y)δabδikδx,y+ȷ̂

− Uk(y)Uj(y + k̂)U †
k(y + ȷ̂)U †

j (y)T
bδabδijδxy

]}
ͻThe sum over the spacetime points y is artificially introduced and does not influence the result, since
only the fields at y = x contribute.

ͻͻͻ



Appendix C Lattice equations of motion

= 2
∑
y,k<j

ReTr
{
iT a
[
Uk(y)Uj(y + k̂)U †

k(y + ȷ̂)U †
j (y)δikδxy

+ Uj(y + k̂)U †
k(y + ȷ̂)U †

j (y)Uk(y)δijδx,y+k̂

− U †
j (y)Uk(y)Uj(y + k̂)U †

k(y + ȷ̂)δikδx,y+ȷ̂

− Uk(y)Uj(y + k̂)U †
k(y + ȷ̂)U †

j (y)δijδxy

]}
= 2

∑
y,k<j

ReTr
{
iT a
[
Ukj(y)δikδxy

+ Uj,−k(y + k̂)δijδx,y+k̂

− U−jk(y + ȷ̂)δikδx,y+ȷ̂

− Ukj(y)δijδxy
]}

= 2
∑
k<j

ReTr
{
iT a
[
Ukj(x)δik + Uj,−k(x)δij − U−jk(x)δik − Ukj(x)δij

]}
= 2ReTr

{
iT a
(∑

i<j

[
Uij(x)− U−ji(x)

]
−
∑
k<i

[
Uki(x)− Ui,−k(x)

])}
[
Re(iz) = − Im(z)

]

= −2 ImTr

{
T a

(∑
i<j

[
Uij(x)− U−ji(x)

]
−
∑
j<i

[
Uji(x)− Ui,−j(x)

])}
[
ImTr{TaUji(x)} = − ImTr{TaUij(x)}, since Ta† = Ta and U†

ij(x) = Uji(x)
]

= −2 ImTr

{
T a

(∑
i<j

[
Uij(x)− U−ji(x)

]
+
∑
j<i

[
Uij(x)− U−ji(x)

])}
= −2

∑
i̸=j

ImTr
{
T a
[
Uij(x)− U−ji(x)

]}
= −2

∑
j ̸=i

ImTr
{
T a
[
Uij(x) + Ui,−j(x)

]}
= 2

∑
j ̸=i

ImTr
{
T a
[
Uji(x) + U−ji(x)

]}
, (C.ͼ)

where we used the symmetry of the plaquette as well as the cyclicity of the trace to eval-
uate the derivative of the links.
For the fermionic part, we have to expand the gauge link fields (ͽ.ͻ;) in terms of

U±µ(x) = 1± igaAaµT
a +O(a2) ≡ 1± iĀaµT

a +O(a2) . (C.ͽ)

−g2a4⊥
∂HL

F

∂Āai
= −g2 ∂

∂Āai (x)

∑
y

{
− iΨ̄(y)γj

1

2

[
Uj(y)Ψ(y + ȷ̂)− U †

j (y − ȷ̂)Ψ(y − ȷ̂)
]

− r

2
Ψ̄(y)

∑
j

[
Uj(y)Ψ(y + ȷ̂)− 2Ψ(y) + U †

j (y − ȷ̂)Ψ(y − ȷ̂)
]}

= g2
∑
y

{
iΨ̄(y)γj

1

2

[
iT bUj(y)Ψ(y + ȷ̂)δijδabδxy

ͻͻͼ



C.Ϳ Static box

+ iU †
j (y − ȷ̂)T bΨ(y − ȷ̂)δijδabδx,y−ȷ̂

]
+
r

2
Ψ̄(y)

∑
j

[
iT bUj(y)Ψ(y + ȷ̂)δijδabδxy

− iU †
j (y − ȷ̂)T bΨ(y − ȷ̂)δijδabδx,y−ȷ̂

]}
= i

g2

2

{
i
[
Ψ̄(x)γiT aUi(x)Ψ(x+ ı̂) + Ψ̄(x+ ı̂)γiU †

i (x)T
aΨ(x)

]
+ r
[
Ψ̄(x) T aUi(x)Ψ(x+ ı̂)− Ψ̄(x+ ı̂) U †

i (x)T
aΨ(x)

]}
(C.;)

which is in equivalencewith (ͽ.΀΀). For the computation in the framework of our stochas-
tic low-cost fermions, we have to take the ensemble average and utilize (ͽ.;ͽ), yielding
together with (C.ͻ) and (C.ͼ)

∂t̄Ē
a
i (x) = 2

∑
j ̸=i

ImTr
{
T a
[
Uji(x) + U−ji(x)

]}
(C.Ϳ)

− i
g2

4

⟨
i
[
ΨM(x)γ

iT aUi(x)ΨF(x+ ı̂) + ΨM(x+ ı̂)γiU−i(x+ ı̂)T aΨF(x) (C.΀)

+ΨF(x)γ
iT aUi(x)ΨM(x+ ı̂) + ΨF(x+ ı̂)γiU−i(x+ ı̂)T aΨM(x)

]
(C.΁)

+ r
[
ΨM(x) T aUi(x)ΨF(x+ ı̂)−ΨM(x+ ı̂) U−i(x+ ı̂)T aΨF(x) (C.΂)

+ΨF(x) T aUi(x)ΨM(x+ ı̂)−ΨF(x+ ı̂) U−i(x+ ı̂)T aΨM(x)
]⟩

ens
.

(C.΃)

C.1.2 Fermionic degrees of freedom

Using (ͽ.ͼ΁a) and (ͽ.ͼ΁c), we get

∂tψ = −i∂H
L

∂ψ† ⇒ ∂tΨ = −ia4σ
∂HL

∂Ψ† . (C.ͻͺ)

With the Hamiltonian density (ͽ.ͼ΂), we obtain

∂t̄Ψ(x) = −ia4σ
∂HL

∂Ψ†(x)

= −i ∂

∂Ψ†(x)

∑
y

{
m̄Ψ(y)Ψ(y)− iΨ(y)γiDiΨ(y)− r

2
Ψ(y)□LΨ(y)

}
= −i ∂

∂Ψ†(x)

∑
y

{
m̄Ψ†(y)γ0Ψ(y)− iΨ†(y)γ0γi

1

2

[
Ui(y)Ψ(y + ı̂)− U−i(y)Ψ(y − ı̂)

]
− r

2
Ψ†(y)γ0

[
Ui(y)Ψ(y + ı̂)− 2Ψ(y) + U−i(y)Ψ(y − ı̂)

]}
= −im̄γ0Ψ(x)− 1

2
γ0γi

[
Ui(x)Ψ(x+ ı̂)− U−i(x)Ψ(x− ı̂)

]
+ i

r

2
γ0
∑
i

[
Ui(x)Ψ(x+ ı̂)− 2Ψ(x) + U−i(x)Ψ(x− ı̂)

]
. (C.ͻͻ)
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Appendix C Lattice equations of motion

C.1.3 Gauss’s law

The Lagrangian densities (ͽ.ͼ΀) as well as (ͽ.Ϳ;) are independent of derivatives of the
continuum gauge fields Aµ. The Euler-Lagrange equations (D.ͻ) hence become

0 =
∂LG
∂Aa0(x)

∣∣∣∣
A0=0

= − 2

g2a4σā
2
t

∂

∂Aa0(x)

∑
y,i

ReTr
{
U0(y)Ui(y + 0̂)U †

0(y + ı̂)U †
i (y)

}∣∣∣∣
A0=0

= − 2

ga3σāt

∑
y,i

ReTr
{
i
[
T bU0(y)Ui(y + 0̂)U †

0(y + ı̂)U †
i (y)δ

abδxy

− U0(y)Ui(y + 0̂)U †
0(y + ı̂)T bU †

i (y)δ
abδy+ı̂,x

]}∣∣∣∣
A0=0

= − 2

ga3σāt

∑
i

ReTr
{
iT a
[
U0(x)Ui(x+ 0̂)U †

0(x+ ı̂)U †
i (x)

− U †
i (x− ı̂)U0(x− ı̂)Ui(x− ı̂+ 0̂)U †

0(x)
]}∣∣∣∣

A0=0

. (C.ͻͼ)

Rebuilding plaquettes then yields

. . . = − 2

ga3σāt

∑
i

ReTr
{
iT a
[
U0i(x)− U−i0(x)

]}∣∣∣∣
Ā0=0

= − 2

ga3σāt

∑
i

ImTr
{
T a
[
Ui0(x) + U−i0(x)

]}∣∣∣∣
Ā0=0

. (C.ͻͽ)

In contrast, a direct application of the temporal gauge leads to

. . . = − 2

ga3σāt

∑
i

ReTr
{
iT a
[
Ui(x+ 0̂)U †

i (x)− U
†
i (x− ı̂)Ui(x− ı̂+ 0̂)

]}
= − 2

ga3σ

∑
i

ReTr
{
iT a
[
Ui(x+ 0̂)− Ui(x)

āt︸ ︷︷ ︸
≈∂0Ui(x)=iĒi(x)Ui(x)

U †
i (x)

− U †
i (x− ı̂)

Ui(x− ı̂+ 0̂)− Ui(x− ı̂)
āt︸ ︷︷ ︸

≈∂0Ui(x−ı̂)=iĒi(x−ı̂)Ui(x−ı̂)

]}

=
2

ga3σ

∑
i

ReTr
{
T a
[
Ēi(x)− U †

i (x− ı̂)Ēi(x− ı̂)Ui(x− ı̂)
]}
. (C.ͻ;)

ͻͻ;



C.΀ Expanding system

C.2 Expanding system

C.2.1 Chromo-electric fields

∂τ̄ Ē
a
i (x) = −g2a3⊥

∂HL
G

∂Āai (x)

= −g2a3⊥
∂

∂Āai (x)

1

g2a3⊥

∑
y

ReTr
{
2τ̄
[
1− U12(y)

]
+

2

a2η τ̄

∑
j

[
1− Ujη(y)

]}
= 2

∑
y

ReTr
{

∂

∂Āai (x)

[
τ̄U12(y) +

1

a2η τ̄

∑
j

Ujη(y)
]}

= 2
∑
y

ReTr
{
iτ̄
[
T bU1(y)U2(y + 1̂)U †

1(y + 2̂)U †
2(y)δabδi1δxy

+ U1(y)T
bU2(y + 1̂)U †

1(y + 2̂)U †
2(y)δabδi2δx,y+1̂

− U1(y)U2(y + 1̂)U †
1(y + 2̂)T bU †

2(y)δabδi1δx,y+2̂

− U1(y)U2(y + 1̂)U †
1(y + 2̂)U †

2(y)T
bδabδi2δxy

]
+

i
a2η τ̄

∑
j

[
Uη(y)T

bUj(y + η̂)U †
η(y + ȷ̂)U †

j (y)δabδijδx,y+η̂

− Uη(y)Uj(y + η̂)U †
η(y + ȷ̂)U †

j (y)T
bδabδijδx,y

]}
= −2 ImTr

{
τ̄T a

[
Ui(x)U2(x+ ı̂)U †

i (x+ 2̂)U †
2(x)

+ Ui(x)U
†
1(x− 1̂ + ı̂)U †

i (x− 1̂)U1(x− 1̂)

− U †
2(x− 2̂)Ui(x− 2̂)U2(x− 2̂ + ı̂)U †

i (x)

− U1(x)Ui(x+ 1̂)U †
1(x+ ı̂)U †

i (x)
]

+
1

a2η τ̄
T a
[
Ui(x)U

†
η(x− η̂ + ı̂)U †

i (x− η̂)Uη(x− η̂)

− Uη(x)Ui(x+ η̂)U †
η(x+ ı̂)U †

i (x)
]}

= −2 ImTr
{
τ̄T a

[
Ui2(x) + Ui,−1(x)− U−2i(x)− U1i(x)

]
+

1

a2η τ̄
T a
[
Ui,−η(x)− Uηi(x)

]}
= 2 ImTr

{
T a
(
τ̄
∑
j ̸=i

[
Uji(x) + U−ji(x)

]
+

1

a2η τ̄

[
Uηi(x) + U−ηi(x)

])}
(C.ͻͿ)

∂τ̄ Ē
a
η (x) = −g2a3⊥

∂HL

∂Āaη(x)

= −g2a3⊥
∂

∂Āaη(x)

1

g2a3⊥
ReTr

{
2

a2η τ̄

∑
y,j

[
1− Ujη(y)

]}
=

2

a2η τ̄

∑
y,j

ReTr
{

∂

∂Āaη(x)
Ujη(y)

}

ͻͻͿ



Appendix C Lattice equations of motion

=
2

a2η τ̄

∑
y,j

ReTr
{
iaη
[
T bUη(y)Uj(y + η̂)U †

η(y + ȷ̂)U †
j (y)δabδx,y

− Uη(y)Uj(y + η̂)U †
η(y + ȷ̂)T bU †

j (y)δabδx,y+ȷ̂

]}
= − 2

aη τ̄

∑
j

ImTr
{
T a
[
Uη(x)Uj(x+ η̂)U †

η(x+ ȷ̂)U †
j (x)

− U †
j (x− ȷ̂)Uη(x− ȷ̂)Uj(x− ȷ̂+ η̂)U †

η(x)
]}

=
2

aη τ̄

∑
j

ImTr
{
T a
[
Ujη(x) + U−jη(x)

]}
(C.ͻ΀)

C.2.2 Gauss’s law

0 =
∂LL

∂Aaτ (x)

∣∣∣∣
Aτ=0

=
2

g2a3⊥

∂

∂Aaτ (x)

∑
y

ReTr
{
τ̄

ā2τ

∑
i

[
1− Uτi(y)

]
+

1

ā2τa
2
η τ̄

[
1− Uτη(y)

]}∣∣∣∣
Aτ=0

= − 2

g2a3⊥ā
2
τ

∂

∂Aaτ (x)

∑
y

ReTr
{
τ̄
∑
i

Uτi(y) +
1

a2η τ̄
Uτη(y)

}∣∣∣∣
Aτ=0

= − 2

g2a3⊥ā
2
τ

∂

∂Aaτ (x)

∑
y

ReTr
{
τ̄
∑
i

Uτ (y)Ui(y + τ̂)U †
τ (y + ı̂)U †

i (y)

+
1

a2η τ̄
Uτ (y)Uη(y + τ̂)U †

τ (y + η̂)U †
η(y)

}∣∣∣∣
Aτ=0

= − 2

g2a3⊥ā
2
τ

∑
y

ReTr
{
igaτ

(
τ̄
∑
i

[
T bUτ (y)Ui(y + τ̂)U †

τ (y + ı̂)U †
i (y)δabδxy

− Uτ (y)Ui(y + τ̂)U †
τ (y + ı̂)T bU †

i (y)δabδx,y+ı̂

]
+

1

a2η τ̄

[
T bUτ (y)Uη(y + τ̂)U †

τ (y + η̂)U †
η(y)δabδxy

− Uτ (y)Uη(y + τ̂)U †
τ (y + η̂)T bU †

η(y)δabδx,y+ı̂

])}∣∣∣∣
Aτ=0

= − 2

ga2⊥āτ
ReTr

{
iT a
(
τ̄
∑
i

[
Uτ (x)Ui(x+ τ̂)U †

τ (x+ ı̂)U †
i (x)

− U †
i (x− ı̂)Uτ (x− ı̂)Ui(x− ı̂+ τ̂)U †

τ (x)
]

+
1

a2η τ̄

[
Uτ (x)Uη(x+ τ̂)U †

τ (x+ η̂)U †
η(x)

− U †
η(x− η̂)Uτ (x− η̂)Uη(x− η̂ + τ̂)U †

τ (x)
])}∣∣∣∣

Aτ=0

(C.ͻ΁)
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Rebuilding plaquettes then yields

. . . =
2

ga2⊥āτ
ImTr

{
T a
(
τ̄
∑
i

[
Uτi(x)− U−iτ (x)

]
+

1

a2η τ̄

[
Uτη(x)− U−ητ (x)

])}∣∣∣∣
Āτ=0

= − 2

ga2⊥āτ
ImTr

{
T a
(
τ̄
∑
i

[
Uiτ (x) + U−iτ (x)

]
+

1

a2η τ̄

[
Uητ (x) + U−ητ (x)

])}∣∣∣∣
Āτ=0

(C.ͻ΂)

In contrast, a direct application of the temporal gauge leads to

. . . = − 2

ga2⊥āτ
ReTr

{
iT a
(
τ̄
∑
i

[
Ui(x+ τ̂)U †

i (x)− U
†
i (x− ı̂)Ui(x− ı̂+ τ̂)

]
+

1

a2η τ̄

[
Uη(x+ τ̂)U †

η(x)− U †
η(x− η̂)Uη(x− η̂ + τ̂)

])}
= − 2

ga2⊥
ReTr

{
iT a
(
τ̄
∑
i

[
Ui(x+ τ̂)− Ui(x)

āτ︸ ︷︷ ︸
≈∂τ̄Ui(x)=

i
τ̄
Ēi(x)Ui(x)

U †
i (x)

− U †
i (x− ı̂)

Ui(x− ı̂+ τ̂)− Ui(x− ı̂)
āτ︸ ︷︷ ︸

≈∂τ̄Ui(x−ı̂)= i
τ̄
Ēi(x−ı̂)Ui(x−ı̂)

]}

+
1

a2η τ̄

[
Uη(x+ τ̂)− Uη(x)

āτ︸ ︷︷ ︸
≈∂τ̄Uη(x)=iτ̄ Ēη(x)Uη(x)

U †
η(x)

− U †
η(x− η̂)

Uη(x− η̂ + τ̂)− Uη(x− η̂)
āτ︸ ︷︷ ︸

≈∂τ̄Uη(x−η̂)=iτ̄ Ēη(x−η̂)Uη(x−η̂)

])}

=
2

ga2⊥
ReTr

{
T a
(∑

i

[
Ēi(x)− U †

i (x− ı̂)Ēi(x− ı̂)Ui(x− ı̂)
]

+
1

a2η

[
Ēη(x)− U †

η(x− η̂)Ēη(x− η̂)Uη(x− η̂)
])}

. (C.ͻ΃)
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D.1 Euler-Lagrange equaƟons

The Euler-Lagrange equation for fields ϕa and the Lagrangian density L read [ͼ΀]

0 = ∂t
∂L

∂(∂tϕa)
+
∑
i

∂xi
∂L

∂(∂xiϕ
a)
− ∂L
∂ϕa

. (D.ͻ)

D.2 Operator commutaƟon relaƟons

Starting with (ͼ.Ϳ΀) we, first of all, notice that if we add a field operator ϕ̂m in front of or
at the end of the left-hand side of the commutator, the equality obviously holds since ϕ̂m

commutes with ϕ̂ independent of its argument and indices. Therefore, we directly show

ͻͻ΃
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the relation for the next non-trivial case: ͻ

i[πkϕlπm, ϕ] = i
(
[πkϕl, ϕ]πm + πkϕl[πm, ϕ]

)
= i
(
[πk, ϕ]ϕlπm + πkϕl[πm, ϕ]

)
= kπk−1ϕlπm +mπkϕlπm−1

=
δ

δπ
(πkϕlπm)

(D.ͼ)

With the same argumentation as before, the next relevant case to proof is:

i[πkϕlπmϕnπp, ϕ] = i
(
[πkϕlπmϕn, ϕ]πp + πkϕlπmϕn[πp, ϕ]

)
= i
(
[πkϕlπm, ϕ]ϕnπp + πkϕlπmϕn[πp, ϕ]

)
= kπk−1ϕlπmϕnπp +mπkϕlπm−1ϕnπp + pπkϕlπmϕnπp−1

=
δ

δπ
(πkϕlπmϕnπp)

(D.ͽ)

Surely by now the pattern should be obvious and we conclude

i[πn1ϕn2 . . .︸︷︷︸
alternating π and ϕ

πnN , ϕ] =
δ

δπ
(πn1ϕn2 . . .︸︷︷︸

alternating π and ϕ

πnN ) . (D.;)

Since the commutator is bilinear and since the derivative commutes with the addition
operation, we ultimately end up with (ͼ.Ϳ΂).

D.3 StochasƟc low-cost fermions

D.3.1 Dirac spinors

The solutions of the free lattice Dirac equation (ͽ.ͽͼ) fulfilling the normalization (ͽ.ͽͿ)
and given by

u0 =
1√

s0 + µ


s0 + µ

0

s3

s1 + is2

 , u1 =
1√

s0 + µ


0

s0 + µ

s1 − is2
−s3

 , (D.Ϳa)

v0 =
1√

s0 + µ


s3

s1 + is2
s0 + µ

0

 , v1 =
1√

s0 + µ


s1 − is2
−s3
0

s0 + µ

 , (D.Ϳb)

where we dropped the momentum argument (p⃗) of all variables.

ͻWe dropped all indices and hats and just remember that those of the single ϕ̂ on the right-hand side of
the operator are different from the others
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D.3.2 Correlator relaƟons

In the following we show the relation between the continuum equal time correlation
function ⟨ψ̄(x)ψ(y)⟩

∣∣
x0=y0

and the equivalent expression in terms of gendered fermions.
The continuum result reads

⟨ψ̄(x)ψ(y)⟩
∣∣
x0=y0

=

∫
d3p

(2π)
3
2

∫
d3q

(2π)
3
2

1

2p0

∑
r,s

(
a†r(p⃗)ūr(p⃗) e

ip⃗x⃗+br(p⃗)v̄r(p⃗) e−ip⃗x⃗
)

×
(
as(q⃗)us(q) e−iq⃗y⃗ +b†s(q⃗)vs(q) e

iq⃗y⃗
)

=

∫
d3p

(2π)
3
2

∫
d3q

(2π)
3
2

1

2p0

∑
r,s

br(p⃗)b
†
s(q⃗)︸ ︷︷ ︸

=−b†s(q⃗)br(p⃗)+{br(p⃗),b†s(q⃗)}

v̄r(p⃗)vs(q) e−ip⃗x⃗ eiq⃗y⃗

=

∫
d3p

(2π)
3
2

∫
d3q

(2π)
3
2

1

2p0

∑
r,s

{br(p⃗), b†s(q⃗)}︸ ︷︷ ︸
(2π)

3
2 δrsδ(p⃗−q⃗)

v̄r(p⃗)vs(q) e−ip⃗x⃗ eiq⃗y⃗

=

∫
d3p

(2π)
3
2

1

2p0

∑
s

v̄s(p⃗)vs(p⃗)︸ ︷︷ ︸
−2m

e−ip⃗(x⃗−y⃗)

= −
∫

d3p

(2π)
3
2

2m

p0
e−ip⃗(x⃗−y⃗) , (D.΀)

where used the action of annihilation operators on the vacuum, a|0⟩ = b|0⟩ = 0, the
(continuum) normalization of the Dirac spinors, cf. (ͽ.ͽͿ), and the definition of the an-
ticommutation relations (ͽ.ͽ΂).
The equivalent expression for gendered fermions takes the following form

⟨ψ̄M/F(x)ψF/M(y)⟩
∣∣
x0=y0

=
1

2

∫
d3p

(2π)
3
2

∫
d3q

(2π)
3
2

1

2p0

∑
r,s

{(
ξ∗r (p⃗)ūr(p⃗) e

ip⃗x⃗±η∗r(p⃗)v̄r(p⃗) e−ip⃗x⃗
)

×
(
ξs(q⃗)us(q⃗) e−iq⃗y⃗∓ηs(q⃗)vs(q⃗) eiq⃗y⃗

)}

=
1

2

∫
d3p

(2π)
3
2

∫
d3q

(2π)
3
2

1

2p0

∑
r,s

{
ξ∗r (p⃗)ξs(q⃗)︸ ︷︷ ︸

(2π)
3
2 δrsδ(p⃗−q⃗)

ūr(p⃗)us(q⃗) eip⃗x⃗ e−iq⃗y⃗

− η∗r(p⃗)ηs(q⃗)︸ ︷︷ ︸
(2π)

3
2 δrsδ(p⃗−q⃗)

v̄r(p⃗)vs(q⃗) e−ip⃗x⃗ eiq⃗y⃗
}

×
(
ξs(q⃗)us(q⃗) e−iq⃗y⃗∓ηs(q⃗)vs(q⃗) eiq⃗y⃗

)}

=
1

2

∫
d3p

(2π)
3
2

1

2p0

∑
s

{
ūs(p⃗)us(p⃗)︸ ︷︷ ︸

=2m

eip⃗(x⃗−y⃗)− v̄s(p⃗)vs(p⃗)︸ ︷︷ ︸
=−2m

e−ip⃗(x⃗−y⃗)

}

=

∫
d3p

(2π)
3
2

2m

p0
e−ip⃗(x⃗−y⃗) , (D.΁)
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where we used that ūv = v̄u = 0, the distribution of the random numbers (ͽ.;ͺ) and∫ a

−a
dx ex =

∫ a

−a
dx e−x . (D.΂)

Furthermore, one can easily verify that

⟨ψ̄M/F(x)ψM/F(y)⟩
∣∣
x0=y0

= 0 . (D.΃)

D.4 IniƟal Ɵme problem in the 3D expanding system
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Figure D.ͻ: Energy density with and without additional cutoffs in the
expanding system for different values of nτ,init using the same transverse
initialization.

Due to the 1/τ factors in the equations of motion in the expanding formulation (ͽ.΁΁),
we obviously have to start our simulation at τ = aτ , though for the three-dimensional
case with fluctuations, there is another restriction.
In the comoving formulation, it is crucial to take the additional factors for the initial

transverse chromo-electric energy density into account and hence (΁.Ϳ) becomes

ϵ̄ET,init ∝
δĒ2

⊥
τ̄ 2init

∝ ∆2

a2η τ̄
2
init
≡ ∆2

a2ηā
2
τn

2
τ,init

, (D.ͻͺ)

where we introduced the number of time iterations nτ . For the 2D case, we e.g. usually
have nτ,init=1.
However, for our usual parameter choices, ∆= 10−2, āτ = 0.05, Nη = 200, aηNη = 2.0,

N⊥=200 and QL⊥=120, we find

g2ϵET,init
Q4NcNg

∝ 1

(Qa⊥)4NcNg

∆2

a2ηā
2
τn

2
init
≈ 3000

NcNgn2
τ,init

. (D.ͻͻ)
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D.΃ Chromo-Weibel instability: additional figures
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Figure D.ͼ: Pressure ratio with and without additional cutoffs in the
expanding system for two different values of nτ,init.

Since the left-most term is added to the total initial energy density, which is of order 10−1

(cf. e.g. Figure ΁.ͻ), we have to verify nτ,init≳50, depending on the number of considered
colors. Thismeans, the dynamicswithin the first 50 time iterations is neglected and hence
the turbulent behavior at early times is highly suppresses due to the 1/τ damping in the
equations of motion (ͽ.΁΁), which is of course undesired.

FigureD.ͻ shows the simulation for differentnτ,init valueswithout (left) andwith (right)
additional cutoffs. The higher nτ,init is chosen, the slower the energy density decreases
due to the mentioned suppression of the initial turbulences.

To this end, and for the reasons explained in Section ΁.Ϳ, we consider the static box
scenario as long aswewant to study the system’s isotropization. Nevertheless, for the sake
of completeness, we show the pressure ratio for nτ,init=200without (left) and with (right)
additional cutoffs in FigureD.ͼ, wherewe clearly see no isotropization. The pressure ratio
slightly starts to grow, but then saturates again.

D.5 Chromo-Weibel instability: addiƟonal figures

In this section we show some additional plots concerning the filamentation of the energy
density in position space, which indicates the presence of chromo-Weibel instabilities. In
each of the following snapshots the horizontal axis represents the longitudinal direction,
i.e. along beam line, and the vertical axis indicates the transverse direction.

For further explanations on the parameters shown in the figure and how the plots have
to be read we refer to Chapter ; and particularly to Section ΁.΀.
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Figure D.ͽ: Snapshots of the transverse component of the chromo-
electric energy density, cf. (΀.ͻͺ) and (΀.ͻͻ), in the yz-plane at different
times (top down: Qt ∈ {0.3, 90, 300}) and different fluctuation ampli-
tudes (left to right: ∆∈{10−1, 10−3, 10−3}).

ͻͼ;



D.΃ Chromo-Weibel instability: additional figures

g2ϵEL/Q
4
[
Qt∈{0.3, 90, 300}

]

0
25
50
75
100
125
150
175

y
/a

σ

∆ = 10−1 ∆ = 10−2 ∆ = 10−3

0
25
50
75
100
125
150
175

y
/a

σ

0

0.1

0.2

0.3

0.4

0.5

0 50 100 150

z/aσ

0
25
50
75
100
125
150
175

y
/a

σ

0 50 100 150

z/aσ

0 50 100 150

z/aσ

Figure D.;: Snapshots of the longitudinal component of the chromo-
electric energy density, cf. (΀.ͻͺ) and (΀.ͻͻ), in the yz-plane at different
times (top down: Qt ∈ {0.3, 90, 300}) and different fluctuation ampli-
tudes (left to right: ∆∈{10−1, 10−3, 10−3}).
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Figure D.Ϳ: Snapshots of the longitudinal component of the chromo-
magnetic energy density , cf. (΀.ͻͺ) and (΀.ͻͻ), in the yz-plane at dif-
ferent times (top down: Qt ∈ {0.3, 90, 300}) and different fluctuation
amplitudes (left to right: ∆∈{10−1, 10−3, 10−3}).
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D.΄ Pressure ratio including fermions: additional figure

D.6 Pressure raƟo including fermions: addiƟonal figure

We show here an additional figure concerning Section ΂.ͼ, where we plot the pressure
ratio for various initial fermionic pseudo-temperatures Tinit and a rather small coupling
of g=0.6.
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Figure D.΀: The pressure ratio for different initial fermionic pseudo-
temperatures Tinit compared to the pure gauge case choosing g=0.6.
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