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Abstract

The QCD thermal transition at zero chemical potential is a crossover for Nf“2 quarks
with physical quark masses. For infinitely heavy quarks this transition is a first order
phase transition, which can be related to the spontaneous breaking of the global Z3

center symmetry. Finite quark masses break the center symmetry explicitly and when
decreasing the quark mass the first order phase transition weakens until it vanishes at
the critical Z2 point. The localization of the critical mass with Nf“2 lattice QCD,
employing staggered fermions on lattices with temporal extent Nτ“8, is the goal of this
master’s thesis. The result is compared qualitatively to similar calculations with Wilson
fermions and good agreement is found. Furthermore it is discussed how Monte Carlo
data can be analyzed with respect to phase transitions, focusing on the skewness and
the kurtosis of the order parameter, which is the Polyakov loop. The derivation of a
finite size scaling formula for the kurtosis at a Z2 critical point is shown, forming the
basis for the development of kurtosis fit functions. Applying the fit functions to kurtosis
data from simulations, the critical mass can be extracted as a fit parameter. Different
fit functions are examined and the Gompertz function is proposed as a new possible
kurtosis fit function. To perform these fits a new tool was developed, which is called
Python Fitting GUI (PFG). It allows a comfortable examination of various kurtosis fits
in a functional graphical user interface (GUI).





Zusammenfassung

Der thermische Übergang der QCD für verschwindendes chemisches Potential und Nf“2
Quarks mit physikalischen Massen ist ein Crossover. Für unendlich schwere Quarks wird
dieser Übergang ein Phasenübergang erster Ordnung, der mit der spontanen Symmetrieb-
rechung der globalen Z3 Zentrumssymmetrie verknüpft ist. Endliche Quarkmassen bre-
chen die Zentrumssymmtrie explizit und abnehmende Quarkmassen schwächen den Pha-
senübergang erster Ordnung, bis er am kritischen Z2 Punkt verschwindet. Das Ziel dieser
Masterarbeit ist die Lokalisierung der kritischen Masse im Rahmen der Nf“2 Gitter-
QCD auf Gittern mit Nτ“8 zeitlicher Ausdehnung unter Verwendung der staggered-
Fermionen-Wirkung. Das Resultat wird qualitativ mit ähnlichen Rechnungen für Wilson-
Fermionen verglichen und eine gute Übereinstimmung kann gezeigt werden. Außerdem
wird diskutiert, wie Monte-Carlo-Daten in Hinsicht auf Phasenübergänge analysiert wer-
den können, wobei sich auf die Schiefe und die Kurtosis des Ordnungsparameters, dem
Polyakov-Loop konzentriert wird. Es wird die Herleitung einer

”
Finite-Size-Scaling“-

Formel der Kurtosis am kritischen Z2-Punkt gezeigt, was die Grundlage für die Entwick-
lung von Kurtosis-Fit-Funktionen bildet. Werden die Fitfunktionen auf die Kurtosisdaten
der Simulationen angewendet, kann die kritische Masse als Fitparameter extrahiert wer-
den. Verschiedene Fitfunktionen werden untersucht und die Gompertz-Funktion als neue
mögliche Kurtosis-Fit-Funktion vorgeschlagen. Um diese Fits durchzuführen, wurde eine
neue Software mit dem Namen Python Fitting GUI (PFG) entwickelt. Sie ermöglicht die
bequeme Untersuchung von mehreren Kurtosisfits in einem funktionalen grafischem User
Interface (GUI).





Introduction

In today’s research in physics, particle physics or high energy physics is one of the largest
fields. It investigates the smallest possible particles, called elementary particles, and its
interactions. The model describing these elementary particles is the Standard Model of
particle physics, combining three basic forces of the universe: the strong, the weak and the
electromagnetic interactions. The fourth fundamental force, the gravitational force, has
not been managed to be included in one unified theory, which contains all fundamental
forces. Nevertheless, for the three other fundamental forces, the Standard Model has
been and still is successful in predicting and explaining results from experiments.

One sector of the Standard Model is the Quantum Chromodynamics (QCD) sector.
It is the theory describing the strong force between elementary particles called quarks
and gluons. Quarks are spin=1{2 fermions with a mass and an electric and a color
charge. On the other hand, gluons are massless bosons with spin=1, acting as exchange
particles between the quarks. QCD is a quantum field theory, where quarks and gluons
are described by fields in four dimensional space-time. An important symmetry of QCD
is the SUp3q gauge symmetry, which is responsible for the generation of color charge.
Thus, quarks can either have red, blue or green color charge. Another important property
of QCD is asymptotic freedom, denoting the phenomenon that interactions between
particles become asymptotically weaker as the energy scale of the interaction increases
and the length scale decreases. As a consequence, quarks are confined for low energies or
temperatures to the so called hadrons, e.g. protons, neutrons or pions. These particles
are color neutral combinations of quarks, implying for example, that either three quarks,
all with different color, or two quarks (quark and anti-quark) with a particular color and
its anti-color bind together. On the other hand, there is significant evidence that quarks
become deconfined for energies sufficiently large to render the interaction between quarks
and gluons asymptotically weak. The phase for the deconfined quarks and gluons at large
temperatures is called quark-gluon-plasma (QGP), where the term plasma indicates, that
free color charges are allowed. Due to these different temperature dependent phases, a
transition from one phase into the other is expected. It has already been shown, that this
thermal QCD transition is not a true phase transition, but rather an analytical crossover
for small densities [2]. In the early universe, this crossover is assumed to have taken place
a few tens of microseconds after the big bang, when the fast expansion of the system
lead to a decrease of the temperature. At this point, quarks and gluons from the QGP
formed hadrons, the type of particles, also forming the atomic nucleus. In current nature
the QGP may be found in the extremely dense cores of neutrons stars. Beyond that, the
QGP can be detected in heavy ion collision experiments at large particle colliders.

The hadronic phase and the QGP can be represented in the QCD phase diagram. It
is a temperature vs. density (or baryonic chemical potential) diagram, depicting the
different phases of the thermodynamic system of QCD as areas. The lines or points
separating the phases mark the (phase) transitions, which take place, when varying the
parameters temperature and density of the QCD system correspondingly. The explo-
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Introduction

ration of the QCD phase diagram is an important goal of current QCD research, as still
many regions of it are only conjectured. A detailed quantitative understanding of the
QCD phase diagram would allow to explain the behavior of strong interacting matter
for arbitrary combinations of the parameters temperature and density. This in turn
would help to advance the analysis of astrophysical observations, for example neutron
stars. Experimental approaches focusing on the thermal QCD transition require large
heavy ion colliders and detectors. These can be found at CERN in Switzerland, namely
the Large Hadron Collider (LHC) or in Brookhaven (USA) the Relativistic Heavy Ion
Collider (RHIC). The heavy ions are accelerated close to the speed of light and a QGP
forms upon high energetic collisions. The expanding system cools down and the particles
hadronize. In current research, many theoretical approaches to the QCD phase diagram
involve effective models. On the other hand, the first principles lattice QCD (LQCD)
works without additional assumptions beyond the QCD theory. In the limit of very large
density or high temperatures, perturbation theory is valid and effective models are not
needed, whereas for lower finite temperatures and densities, effective models are the only
approach to study the QCD phase diagram. Lattice QCD can only access QCD systems
with zero real baryonic chemical potential, as a real finite chemical potential µ gives
rise to a sign problem, which prohibits the use of the Monte Carlo importance sampling
method. One of the main difficulties with lattice QCD is the enormous computational
cost at least for finite temperature simulations. The lattice discretizes space-time, which
necessitates performing the continuum limit, leading to simulations with more lattice
points. Additionally the lattice extent is finite, which demands performing the thermo-
dynamic limit. The resulting growth of the lattice further increases the number of lattice
points. Nevertheless, lattice QCD is quite successful, when exploring the µ“0 line in the
QCD phase diagram. For example, it served to determine the QCD crossover transition
temperature of 150MeV to 170MeV [7].

At physical quark masses, the QCD thermal transition is a crossover, but consider-
ing non-physical masses allows insights into the phase structure of QCD. The so called
Columbia plot represents just this, the type of the QCD thermal transition as a function
of the two degenerate up and down quark masses on one axis and the strange quark
mass on the other axis. At this point, the main goal of this master’s thesis is explained
by referring to the terms from the title “Locating the Heavy Z2 Point in Nf“2 LQCD
at Zero Chemical Potential”. It has been already said, that lattice QCD (LQCD) is
not applicable to real chemical potentials different from zero. The term Nf“2 refers to
the number of degenerate quark flavors, thus considering only the lightest up and down
quarks. In the Columbia plot, the upper border line is denoted as Nf“2 line, where the
strange quark is infinitely heavy. The heavy Z2 line represents the change of the type
of the thermal QCD transition from a crossover to a first order phase transition towards
heavier quark masses. At this line the QCD thermal transition is a second order phase
transition, separating the crossover and the first order phase transition areas. This Z2

line hits the Nf“2 line at the Z2 point, whose localization with respect to the up and
down quark mass is the main goal of this master’s thesis.

Currently, the heavy mass region of the Columbia plot is known qualitatively well,
meaning, that the different types of phase transitions have been found. However, as
an example, the exact value of the critical mass of the Z2 point requires to be deter-
mined. The approach to locate this critical mass involves LQCD simulations at various
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unphysical quark masses in a range, where the Z2 point is estimated to be located. For
establishing the critical mass value, the continuum limit has to be performed, which
makes it difficult, among other things, to determine the heavy Z2 point. Considering
the huge computational cost of exploring the heavy quark mass region of the Columbia
plot, why is it rewarding to exactly localize the Z2 point? The Columbia plot is a two
dimensional plot, but an additional axis e.g. for the chemical potential can be added.
Former points become lines in the three dimensional volume of the plot. The Z2 line
might then bend towards the physical point or line for varying the chemical potential.
Whether a thermodynamic system is near a critical point, is important to know, because
critical points show a particular behavior, as will be seen in chapter 2. Therefore, the
localization of the heavy Z2 point is of huge interest, even though the simulated mass
values are far from physical values. Moreover, it is good to know about the location of
critical points in the parameter space of the theory, as they may influence extrapolations
of measurements to the physical mass values. In order to guarantee a sufficient accuracy,
the regions around critical points should be avoided, when using extrapolations. The
practical benefits of investigating the unphysical regions of the Columbia plot justify the
high computational efforts.

One important aspect of this thesis is to perform fits in order to localize the critical
mass. In short, the critical mass value is extracted from a fit as a fit parameter. Per-
forming the fits and at the same time visualizing and comparing the results, requires a
specifically adapted fitting tool. The more technical goal of this master’s thesis was to
implement such a tool as a graphical user interface (GUI). The sophisticated implemen-
tation and the incorporation of various fit functions is the reason, why a separate section
is devoted to the description of the Python Fitting GUI (PFG) and its implementation.

As a last part of the introduction, a short overview of the structure of this thesis is
given. In the beginning, the theoretical basics of lattice QCD are introduced in chapter
1. The continuum QCD and its connection to lattice QCD are presented, focusing on the
discretized actions, namely the Wilson gauge action and the staggered fermion action.
After discussing some other important properties of lattice QCD in this chapter, the
second chapter focuses on the QCD phase diagram in general and the Columbia plot.
As a preparation, general aspects of phase transitions, that are of particular interest
for finite thermodynamic systems, are discussed. The large chapter 3 is devoted to the
numerical aspects of analyzing phase transitions of thermodynamic systems on lattices.
Here, among other numerical tools to analyze the data, also the PFG is introduced as
a fitting tool. At last, the results of the localization of the Z2 point are discussed in
chapter 4. This thesis concludes with a short summary and conclusion, reflecting on the
most important results.
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1. Introduction to Lattice QCD

As a first step, the basic concepts of lattice QCD are introduced, presenting the relevant
theoretical principles of how this theory can be employed. First, a short section is de-
voted to an outline of continuum QCD, as lattice QCD is derived from it by discretizing
the QCD action. The discretized Wilson gauge action and the staggered fermion action
are presented in the following section, as only these discretizations were applied for this
thesis. Additional sections discuss the simulation of a thermodynamic system of strong
interacting matter, using thermal LQCD, and how the continuum and the thermody-
namic limits are performed. Section 1.6 explains in more detail the relation between
deconfinement and the center symmetry of pure gauge theory. Furthermore, the observ-
able Polyakov loop is presented as the order parameter for the deconfinement transition.
The approach to the theoretical principles and their notation used here is similar to those
in the book Quantum Chromodynamics on the Lattice of C. Gattringer and B. Lang [17],
which was used as the main reference for the topics presented in this chapter.

1.1. Continuum QCD

The continuum QCD is the quantum field theory within the Standard Model, which
describes the physics of particles, interacting through the strong force. On the elementary
particles level, these are the quarks and the gluons. Formulating the quantum field
theory QCD, the path integral formalism for fermionic and bosonic fields is used as a
basic concept. A discussion of the path integral formalism is omitted here, but detailed
information about it can be found in chapter 1 of [17].

Take notice, that throughout this and the following sections, the Euclidean space-time
is used instead of the Minkowski space-time. The Euclidean space-time can be obtained
by performing a Wick-rotation, implying a switch from real time τ to imaginary time
t “ iτ . Thus, the action occurring in the path integrals is the Euclidean action SE,
which relates to the usual action as SE “ ´i S

∣∣
τ“´it

. Before starting the discussion, the
Euclidean action for QCD is formulated. The fields for the gluons and quarks, occurring
in the QCD action, have to be introduced first.

Quarks are massive fermions and can be described by Dirac 4-spinors. The notation
for quarks is

ψpfqpxqα
c
, ψpfqpxqα

c
. (1.1)

In contrast to the Minkowskian path integral approach, the quark fields are not related
by ψ̄ “ ψ:γ0, where γ0 is the γ-matrix related to time. Instead, they are independent
integration variables for the Euclidean path integral. The Dirac indices are denoted by
α P t1, 2, 3, 4u. The fundamental color index is c P t1, 2, 3u for SUpNc“3q gauge theory,
where Nc is the number of colors. The last index f P t1, 2, . . . , 6u represents the flavors
up, down, strange, charm, bottom and top, which differ in physical mass and electrical
charge. The electrical charge, however, is irrelevant for the formulation of QCD. x is a
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1.1. Continuum QCD

four dimensional Euclidean vector representing the space-time position of the spinors.
The gauge fields, describing the gluons are denoted by

Aµpxqcd, (1.2)

where µ P t1, 2, 3, 4u is a Euclidean Lorentz index and x is again the space-time position
of the gauge field. The gluon carries two color indices c, d, turning it into a 3ˆ 3-matrix
at each space-time point x and in each direction µ.

Now, the Euclidean action of QCD can be set up by distinguishing between the
fermionic and the gauge parts SF rψ, ψ,As and SGrAs, respectively:

SQCDrψ, ψ,As “ SF rψ, ψ,As ` SGrAs (1.3)

The fermionic part of the QCD action reads

SF rψ, ψ,As “

Nf
ÿ

f“1

ż

d4xψpfqpxqα
c

“

pγµqαβpδcd Bµ`iAµpxqcdq `m
pfqδαβδcd

‰

ψpfqpxqβ
d

, (1.4)

using the Einstein summation convention. The space-time integral is taken over the
whole Euclidean space-time volume. The number of flavors is specified by Nf , allowing
to include only the lightest quarks for some calculations. The masses of the quark flavors
are denoted by mpfq. The γµ are the 4ˆ 4 Euclidean γ-matrices in Dirac space, obeying
the Euclidean anti-commutation relations tγµ, γνu “ 2δµν1. The partial derivative in µ
direction B

Bxµ
is abbreviated as Bµ. One property of the massless fermion action is the

invariance under chiral transformations

ψ Ñ ψ1 “ eiαγ5ψ, ψ̄ Ñ ψ̄1 “ ψ̄eiαγ5 , (1.5)

where α is a real constant parameter and γ5 is the chirality matrix. Here, this symmetry
is covered briefly, because the spontaneous breaking of the chiral symmetry and the cor-
responding order parameter, the chiral condensate

@

ψ̄ψ
D

, only appear in the description
of the Columbia plot in section 2.3. More details on this symmetry can be found in [17].

The gauge action is obtained by introducing the field strength tensor Fµνpxq, which in
turn requires the introduction of the covariant derivative Dµpxq. The covariant derivative
is already part of the fermionic action and reads

Dµpxq “ Bµ`iAµpxq (1.6)

in matrix notation. Using this expression, the field strength tensor can be expressed
using the commutator

Fµνpxq “ ´irDµpxq, Dνpxqs “ BµAνpxq ´ Bν Aµpxq ` irAµpxq, Aνpxqs. (1.7)

Having defined the field strength tensor, the gauge action reads

SGrAs “
1

2g2

ż

d4xTrrFµνpxqFµνpxqs, (1.8)

where the trace is taken in color space and g is the bare gauge coupling. g appears in an
overall factor in the gauge action, since rescaled gauge fields gAµpxq Ñ Aµpxq are used.
Again, the integral is taken over the whole Euclidean space-time volume.
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1. Introduction to Lattice QCD

Since QCD is a Yang-Mills gauge theory, the corresponding gauge symmetry transfor-
mation has to be considered. The QCD-action is invariant under local gauge transforma-
tions of the special unitary group SUp3q, which transforms the fermionic fields according
to

ψpxq Ñ ψ1pxq “ Ωpxqψpxq, (1.9)

ψpxq Ñ ψ1pxq “ ψpxqΩpxq:. (1.10)

The gauge fields transformation property is

Aµpxq Ñ A1µpxq “ ΩpxqAµpxqΩpxq
:
` ipBµ ΩpxqqΩpxq:. (1.11)

It can be shown, that these transformations leave the actions SF and SG invariant.
The Aµpxq are traceless hermitian matrices and elements of the Lie algebra supNc“3q,

leading to N2
c ´ 1 “ 8 gluons. This becomes clear, when writing the Aµpxq as linear

combinations of the color components A
piq
µ pxq and the generators Ti:

Aµpxq “
8
ÿ

i“1

Apiqµ pxqTi (1.12)

The generators Ti are a basis for traceless hermitian 3ˆ 3 matrices, obeying the commu-
tation relations rTi, Tjs “ ifijkTk, with the anti-symmetric structure constants fijk.

Having introduced the Euclidean action for QCD, now its appearance in the path
integrals is discussed, which have to be solved somehow to calculate QCD observables.
The vacuum expectation value of a gauge observable OrAs is given by

xOy “
1

Z

ż

Drψ, ψsDrAse´SF rψ,ψ,As´SGrAsOrAs, (1.13)

where the partition function Z is given by

Z “

ż

Drψ, ψsDrAse´SF rψ,ψs´SGrAs. (1.14)

The path integral measure for the fermionic fields is denoted as Drψ, ψs, whereas the
path integral measure for the gauge field is denoted as DrAs. A definition of the path
integral measure will be introduced for the lattice formulation of QCD in the next section
1.2 (see equation (1.33)). Another important quantity is the Euclidean correlator

xO2ptqO1p0qy

“
1

Z

ż

Drψ, ψsDrAse´SF rψ,ψs´SGrAsO2rψp¨, tq, ψp¨, tq, Ap¨, tqsO1rψp¨, 0q, ψp¨, 0q, Ap¨, 0qs.

(1.15)

The functional Orψp¨, tqs is evaluated for the field ψ at all spatial positions, depicted by
a dot ¨ and at a certain time t. In general the QCD path integrals (1.13) - (1.15) can not
be solved analytically. That is why the space-time is discretized, enabling the numerical
approximation of the path integrals. Possible discretizations for the actions, introduced
in this section, are discussed in the next section 1.2.
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1.2. Lattice QCD

1.2. Lattice QCD

To obtain a lattice formulation of QCD, the first step is the definition of the 4D hyper-
cubic lattice Λ, discretizing the space-time:

Λ “ tn “ pn1, n2, n3, n4q|n1, n2, n3 “ 0, 1, . . . , Ns ´ 1;n4 “ 0, 1 . . . , Nτ ´ 1u (1.16)

The vectors n are related to the physical space-time point by x “ an, where a is the
lattice spacing. The first three components of n are the spatial components and n4 is
the temporal component. The space-time integrals in both of the continuum actions
(1.4) and (1.8) turn into sums over the index n P Λ in the discretized formulation. The
spinors ψ, ψ̄ are placed on the lattice points, thus, with the space time index n as the
only argument, the fermion fields can be written as

ψpnq, ψ̄pnq, n P Λ. (1.17)

As in the continuum fermion action (1.4), a space-time derivative occurs, a discretized
version of Bµ has to be found as well. An expression of the discretization of Bµ is the
symmetric one

Bµ Ñ
1

2a
pψpn` µ̂q ´ ψpn´ µ̂qq, (1.18)

with µ̂ being the unit vector in µ-direction. It can be shown, however, that this dis-
cretization of Bµ does not preserve the gauge invariance of the fermion action, which
necessitates the introduction of gauge links Uµpnq. Their SUp3q gauge transformation is
defined as

Uµpnq Ñ U 1µpnq “ ΩpnqUµpnqΩpn` µ̂q
:, (1.19)

with Ω P SUp3q. The link variables Uµpnq connect the lattice sites n and n ` µ̂ with a
certain orientation. The reversed link variable is defined as U´µpnq “ Uµpn ´ µ̂q:. The
relation of the gauge links to the continuum gauge fields Aµpxq is given by

Uµpnq “ exppiaAµpnqq, (1.20)

thus being elements of the group SUp3q. In lattice QCD, the gluonic degrees of freedom
are represented by the gauge links Uµpnq, being group-valued fields instead of the algebra-
valued fields Aµpxq in the continuum QCD.

As now the gluons can be represented on the lattice, a discretized gauge action is
introduced. Hence, a construct built from gauge links is required, which is called the
plaquette Uµνpnq. It is a product of four gauge links, forming a square of links, starting
at lattice site n and expanding in the directions µ and ν

Uµνpnq “ UµpnqUνpn` µ̂qUµpn` νq
:Uνpnq

:. (1.21)

Subsequently, the Wilson gauge action [38] can be formulated as

SGrU s “
2

g2

ÿ

nPΛ

ÿ

µăν

Re Trr1´ Uµνpnqs, (1.22)

where the sum over Lorentz indices is constrained to 1 ď µ ă ν ď 4 and the trace
is taken in color space. It can be shown, that this lattice gauge action turns into the
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1. Introduction to Lattice QCD

continuum gauge action (1.8), when performing the continuum limit a Ñ 0. For this
proof, see Quantum Chromodynamics on the Lattice by C. Gattringer and C. B. Lang
[17].

The discretized fermion action (1.4), in general, has the form

SF rψ, ψ̄, U s “ a4
ÿ

n,mPΛ

ÿ

α,β
a,b

ψ̄pnqα
a
Dpn|mqαβ

ab
ψpmqβ

b
, (1.23)

where Dpn|mqαβ
ab

is the Dirac operator with the Dirac indices α and β and the color indices

a and b. From now on, the sum over the flavor index is omitted, thus only considering
one flavor in the fermion action. Finding such a Dirac operator is not simple, as the
naive replacement of the continuum covariant derivative with the symmetric expression
(1.18) of the derivative and the gauge links

Bµ ` iAµpnq Ñ
Uµpnqδn`µ̂ ´ U´µpnqδn´µ̂

2a
(1.24)

and calculating the lattice fermion propagator leads to doublers. Doublers are unwanted
poles in the quark propagator, which is the inverse of the Dirac operator. Only one pole,
corresponding to the single fermion described by the continuum fermion action, exists in
the continuum quark propagator. The naive discretization (1.24) of the Dirac operator
gives rise to another 15 unwanted poles, which have to be removed from the theory.
Kenneth G. Wilson found a solution to this problem by introducing the Wilson fermion
action, but here, only the staggered lattice fermion action is considered, as it is the only
one employed for this master’s thesis.

The idea of the staggered action was first proposed by John Kogut and Leonard
Susskind in 1975 [22]. The staggered transformation of the spinor fields

ψpnq “ γn1
1 γn2

2 γn3
3 γn4

4 ψpnq1 (1.25)

ψ̄pnq “ ψ̄pnq1γn4
4 γn3

3 γn2
2 γn1

1 (1.26)

with n “ pn1, n2, n3, n4q is applied to the naive discretization of the fermion action. The
formula for this naive fermion action is

SF rψ, ψ̄, U s “ a4
ÿ

nPΛ

ψ̄pnq

˜

4
ÿ

µ“1

γµ
Uµpnqψpn` µ̂q ´ U

:
µpn´ µ̂qψpn´ µ̂q

2a
`mψpnq

¸

,

(1.27)
which is formulated here to better explicate the application of the staggered transforma-
tion. This transformation mixes the spinor and space-time indices to reduce the 16-fold
degeneracy of the naive fermion discretization.

Using the property of the γ-matrices γ2
µ “ 1, it is clear that the mass term is invariant.

The derivative term in (1.27) with the additional γ-matrix can best be expressed by
introducing the so called staggered sign function

ηµpnq “

#

1 if µ “ 1

p´1q
řµ´1
k“1 nk for µ “ 2, 3, 4, 5.

(1.28)

The product of the γ-matrices for the first symmetric derivative term turns into

γn4
4 γn3

3 γn2
2 γn1

1 γµγ
n1`µ̂1
1 γn2`µ̂2

2 γn3`µ̂3
3 γn4`µ̂4

4 “ 1ηµpnq, (1.29)
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1.2. Lattice QCD

which can be shown, using the anti-commutation relations of the γ-matrices tγµ, γνu “
2δµν . The second term of the derivative evaluates to the same result. Subsequently,
the staggered sign function (1.28) replaces the γ-matrices. The Dirac operator is now
diagonal in Dirac space and assumes the same form for all components. By discarding
3 of the 4 identical components, the initially 16 quark degrees of freedom (doublers) are
reduced to 4 remaining ones. The new action can be written with the new quark-fields
χpnq, χ̄pnq without the Dirac structure

SF rχ, χ̄, U s “ a4
ÿ

nPΛ

χ̄pnq

˜

4
ÿ

µ“1

ηµpnq
Uµpnqχpn` µ̂q ´ U

:
µpn´ µ̂qχpn´ µ̂q

2a
`mχpnq

¸

.

(1.30)
By analyzing this staggered action (referring to chapter 10 of Quantum Chromodynamics
on the Lattice [17]), it is found that the action describes 4 different species of quarks,
named the tastes of staggered fermions. They live on a coarser lattice with lattice spacing
b “ 2a.

Another aspect concerns the fermion determinant, which is obtained by integrating out
the Grassmann valued quark fields. The fermion determinant denotes the determinant
of the Dirac operator, whose derivation can be seen in Quantum Chromodynamics on
the Lattice [17], chapter 5. It can be shown that the fermion determinant for staggered
fermions is real and strictly positive. This property enables the application of Monte
Carlo importance sampling for the staggered formulation (see section 3.1.1). Except for
a taste-breaking term, which becomes apparent when analyzing this discretization, the
staggered action describes four degenerate quarks. However, to achieve the simulation
of a theory with different quark flavors or a different number of degenerate quarks, the
rooting trick can be applied. Here, the fourth root of the fermion determinant is raised
to the power of the number of degenerate quarks to be simulated. This rooting trick
has not yet been proven to be correct and indeed, there are some conceptual issues.
Furthermore, in a naive continuum limit the taste-breaking term would vanish, but it is
not clear, whether effects of the taste-breaking term survive in the true continuum limit
for actual calculations. These problems are beyond this thesis and will not be discussed
here. However, the comparison of results from staggered simulations and experimental
results has shown good agreement (e.g. [4]).

After having introduced the discretizations of the gauge action and the fermion ac-
tion, the lattice counterpart of the path integrals in the continuum is considered, which
calculate the expectation value of a gauge observable (1.13). For convenience, a rooted

staggered fermion determinant det
“

Dpstagg.q
‰1{2

, describing 2 degenerate quark flavors, is
chosen. The expectation value of a gauge observable OrU s is

xOy “
1

Z

ż

DrU se´SGrUs det
“

Dpstagg.q
‰1{2

OrU s, (1.31)

with the partition function

Z “

ż

DrU se´SGrUs det
“

Dpstagg.q
‰1{2

. (1.32)

The path integral measure is defined as

DrU s “
ź

nPΛ

4
ź

µ“1

dUµpnq , (1.33)

9



1. Introduction to Lattice QCD

where the measure for a single link variable is dUµpnq, denoting an integration over the
group manifold SUp3q. How to calculate an approximation for the type of the path
integrals (1.31) and (1.32), is subject of section 3.1.1.

1.3. Finite Temperature LQCD

The finite temperature LQCD can be introduced easily, as it shares the same path integral
techniques as the vacuum LQCD. The partition function for a statistical system with
temperature T is given by

ZpT q “ Tr
”

e´Ĥ{pkBT q
ı

, (1.34)

with the Hamiltonian Ĥ and the Boltzmann constant kB, which can be set to kB “ 1 in
natural units. This partition function can be transformed to a path integral in the same
manner as for the Euclidean vacuum LQCD, but with the difference of a finite Euclidean
time interval r0, 1{T s. The time extent does not become infinite anymore, instead it is
connected to the temperature. In addition, the fields have to be periodic in time for
bosons and anti-periodic for fermions. Often, periodic boundary conditions are also used
in the spatial directions. The finite temperature partition function is

ZpT q “

ż

DrU sDrψ, ψ̄se´SErψ,ψ̄,Us, (1.35)

where SE is the Euclidean action, being expressed as an integral of the Euclidean La-
grangian LE

SErψ, ψ̄, U s “

ż 1{T

0

dt

ż

d3xLErψ, ψ̄, U s. (1.36)

Applying the space-time discretization, it is recognized, that the number of lattice points
in temporal direction is given by

aNτ “
1

T
. (1.37)

The number of lattice sites in spatial direction Ns “ Nx “ Ny “ Nz is the same for
every direction, since there is no reason to treat any direction individually. The number
of temporal lattice sites Nτ differs explicitly, as it determines the temperature. However,
Ns and Nτ cannot be chosen completely independent from each other. Their relation
follows from considering the correlation length ξ of the statistical system. Roughly
speaking, the correlation length is a measure for the distance, over which two spins are
correlated with each other. Clearly, it is beneficial, if the correlation length fulfills

a ! ξ ! aNs, (1.38)

implying, that the correlations can be resolved by the lattice spacing a and are not
bounded from above by the physical box length of the system. The relevant length scale
in deconfined QCD matter is the Debye screening length, which is the inverse Debye
screening mass. For Debye screening in the QCD plasma see [26]. The Debye screening
mass mD has been found to be proportional to the temperature T . Inserting the inverse
Debye screening mass (the inverse temperature) into inequality (1.38) and division by a,
leads to

1 ! Nτ ! Ns. (1.39)
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This inequality, with the strong !, can not be fulfilled in realistic simulations, as the
lattices would become much too large and so would the computational cost. Therefore,
an evaluation of the finite size effects and the lattice artifacts should be done carefully
(see section 1.4). The aspect ratio

Ns

Nτ

(1.40)

is used to compare the simulations of different Nτ , but at the same temperature, with
respect to their physical box length. To tune the temperature of the system, it is not
convenient to alter the integer valued Nτ . On the lattice, the temperature also depends
on the lattice spacing a (see equation (1.37)), thus, the temperature can be adjusted by
tuning a. This is done implicitly by tuning the inverse gauge coupling

β “
6

g2
. (1.41)

This is motivated by the fact, that the bare parameters like g and m of the theory have
a nontrivial dependence on the cutoff, the lattice spacing a. Therefore, the parameter β
is used to tune the temperature, while keeping Nτ constant.

1.4. Continuum and Thermodynamic Limit

To relate the results of a lattice gauge theory to the continuum gauge theory, two im-
portant limits have to be taken. By reducing the lattice spacing a Ñ 0, the continuum
limit is achieved. In the thermodynamic limit, the box size of the system is extended
Ns Ñ 8. Systematic errors of the lattice gauge theory due to a finite lattice spacing
are referred to as lattice artifacts. The errors, which occur due to the finite size of the
physical box, are called finite-size effects. Both systematic errors can be estimated by
taking the continuum and the thermodynamic limit. Another aspect, illustrating the
importance of taking both limits, is the lattice momentum. On the lattice with periodic
boundary conditions, the momenta are discrete due to the finite size of the lattice volume
and, when considering plane waves, they assume the values

pµ “ nµ
2π

aNµ

, nµ P Z, (1.42)

with µ indicating the lattice directions. The discrete space-time lattice with lattice
spacing a leads to the momentum cutoff 2π

a
at the border of the first Brillouin zone.

The two limits are usually performed in a certain order, first the thermodynamic limit
and thereafter the continuum limit. While performing the thermodynamic limit, the
number of spatial lattice points is sent to 8 and the other parameters are kept fixed

Ns Ñ 8, Nτ fixed, a fixed Ñ T fixed, (1.43)

such that the temperature is the same for all volumes Ns with the variable physical box
length L “ aNs. Performing the thermodynamic limit becomes especially important for
statistical systems near critical points, as will be seen in section 2.1. When taking the
continuum limit, the temperature again and also the physical box length shall be kept
fixed. This is achieved by performing the limits

Ns Ñ 8, Nτ Ñ 8, aÑ 0, (1.44)

11



1. Introduction to Lattice QCD

with the constraint, that the products

aNs “ L, aNτ “
1

T
(1.45)

are kept constant.
The question arises, how the lattice spacing a can be tuned to perform the continuum

limit, as it is not a free parameter of the theory, but is rather determined by the simulation
parameters. As QCD is an asymptotically free theory, the coupling becomes small at
short distances. Hence, in the continuum limit, the bare gauge coupling also vanishes
g Ñ 0, implying, that the inverse gauge coupling β Ñ 8. Effectively, the continuum
limit is performed by increasing Nτ and keeping the aspect ratio Ns{Nτ “ LT . To keep
the temperature constant, β is increased. The β values for different Nτ , corresponding to
the same temperature, are found indirectly. After guessing β values, the temperature has
to be determined by setting the scale (see section 1.5). In some cases, the identification
of certain phase transitions determines the value of β and thus the temperature, at which
the simulations are performed.

1.5. Scale Setting

Lattice QCD calculations yield quantities in lattice units, which need to be transformed
into physical units to make physical statements. It is sufficient to determine the scale
parameter, which in lattice calculations is the lattice spacing a and can be determined by
relating an experimental mass value M exp. to the value obtained by the lattice calculation
paMqlatt.

a “
paMqlatt.

M exp.
. (1.46)

Hadron masses in lattice units paMqlatt. are calculated, using the Euclidean correlator
from equation (1.15). However, this method fails, if the lattice QCD calculation is
performed at an unphysical combination of parameters of the theory, e.g. the quark
masses. Alternatively, the scale can be set, using the Sommer parameter r0, which is
related to the static quark potential V prq discussed in section 1.6 (see equation (1.53)).
Experimentally, it has been found, that

dV prq

dr

∣∣∣∣
r0

r2
0 “ 1.65 (1.47)

corresponds to r0 « 0.5 fm. Being able to evaluate the dimensionless product dV prq
dr

r2 on
the lattice, allows to set the scale.

However, for this thesis, the scale is set, using the w0 scale [6], which is based on the
Wilson flow [23]. Compared to the Sommer scale r0, it has one main advantage: w0 can
be determined with a higher precision, due to the absence of fitting to asymptotic time
behavior of correlators (i.e. Wilson loops (see section 1.6)) and the missing signal-to-
noise issues. Additionally, the w0 scale has only small cutoff effects and the method is
generally very fast.

The w0 scale is derived according to [6] and in physical units it is

w0 “ 0.1755p18qfm, (1.48)
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1.6. Deconfinement and the Center Symmetry

with the statistical error in brackets. Subsequently, the scale is set by calculating
pw0{aq

platt.q on the lattice and a is determined by

a “
w0

pw0{aqplatt.q
. (1.49)

The error on the lattice spacing a can be determined by the usual propagation of uncer-
tainty.

1.6. Deconfinement and the Center Symmetry

At low temperatures, QCD is a confining theory. The asymptotic freedom of QCD
guarantees, that at some temperature the thermal QCD phase transition separates the
confined phase from the gas of quasi-free quarks and gluons. More qualitative aspects
of this phase transition will be subject of section 2.2, as in this section, observables and
the center symmetry related to the deconfinement transition will be discussed. The two
important observables are the Wilson loop and the related Polyakov loop.

The Wilson loop is a product of gauge links Uµpnq forming a loop. Four different parts
in this product can be distinguished. There are two spatial transporters of the type

Spn,m, nτ q “
ź

pk,νqPCn,m

Uνpk, nτ q, (1.50)

which connect two spatial points n,m in the same time slice nτ via the path Cn,m.
Furthermore, there are two temporal transporters of the type

T pn, nτ q “
nτ´1
ź

j“0

U4pn, jq, (1.51)

which are straight lines of nτ gauge links in temporal direction at the spatial site n.
With these components, the Wilson loop is the trace of a closed loop L of gauge links

WLrU s “ Tr
“

Spn,m, nτ qT pm, nτ q
:Spn,m, 0q:T pn, nτ q

‰

. (1.52)

The physical interpretation of the Wilson loop is given by its relation to the static quark
potential. The static quark potential of an quark-antiquark-pair at distance r “ a|n´m|
and temporal extent t “ anτ is denoted by V prq. The expectation value of the Wilson
loop can be shown to be

xWLy9 e
´tV prq

`

1`O
`

e´t∆E
˘˘

, (1.53)

where ∆E is the difference between V prq and the first excited energy level of the quark-
antiquark-pair.

The Polyakov loop is closely related to the Wilson loop. On a lattice with boundary
conditions in temporal direction, the temporal extent of the Wilson loop is set to the
maximum nτ “ Nτ . The spatial transporters Spn,m, Nτ q and Spn,m, 0q: become
basically the same, but the orientation is opposite. Performing gauge transformations
of the type (1.19), the spatial transporters can be transformed to 1. Subsequently, the
Wilson loop consists of two disconnected paths, which are closed on their own, as they
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1. Introduction to Lattice QCD

wind around the temporal direction. For the definition of the Polyakov loop, the trace
is taken for only one of such closed loops in temporal direction. The Polyakov loop is
expressed as

P pnq “ Tr

«

Nτ´1
ź

j“0

U4pn, jq

ff

. (1.54)

The physical interpretation of the Polyakov loop is evident from evaluating the correlator
@

P pmqP pnq:
D

for pure gauge theory with static quarks. At a given temperature T , it is
related to the free energy of Fq̄qprq of a quark-antiquark-pair at a distance r “ a|n´m|
via

@

P pmqP pnq:
D

“ exp p´Fq̄qprq{T q . (1.55)

At a large distance r Ñ 8, the expectation value factorizes, such that the spatial position
becomes irrelevant due to translational invariance and

| xP y |2 “ lim
rÑ8

exp p´Fq̄qprq{T q . (1.56)

The difference of the free energy of two thermodynamic systems gives the work required
to transform one system into the other. For QCD in the confined phase, the work to
place an infinitely separated quark-antiquark-pair into the system is 8, whereas in the
deconfined phase it becomes finite. With equation (1.56), this leads to the conclusion for
the expectation value of the Polyakov loop

xP y

#

“ 0 ô confinement,

‰ 0 ô deconfinement.
(1.57)

Here, the Polyakov loop can be identified as an exact order parameter for the deconfine-
ment phase transition of pure gauge theory.

The symmetry related to this phase transition in pure gauge theory is the center
symmetry. It is a global symmetry of the Wilson gauge action (1.22), or in short, pure
gauge theory is invariant under center transformations. These transformations involve
all temporal links in one time slice nτ , multiplying them with the same element z of the
center group Z3 of the gauge group SUp3q:

U4pn, nτ q Ñ zU4pn, nτ q. (1.58)

The center elements z can assume the values

z P t1, 1e2πi{3, 1e´2πi{3
u. (1.59)

The gauge action is constructed by plaquettes and the temporal plaquettes always contain
two temporal gauge links in opposite direction. As rz, U s “ 0 and z:z “ 1, the center
transformation leaves the plaquette and thus the gauge action invariant.

The situation with Polyakov loops is a bit different, as they don’t close in a topologi-
cally trivial way. They wind around the compact time direction and pick up the factor
z from the center transformation in one time slice

P pnq Ñ zP pnq. (1.60)
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The expectation value of the Polyakov loop with the center element z “ 1e2πi{3 can be
written as

xP y “
1

3
xP ` zP ` z2P y, (1.61)

because each prefactor zn, n P t0, 1, 2u, leads to the same probability weight. The sum
can be calculated, resulting in

xP y “
1

3
p1` e2πi{3

` e´2πi{3
q xP y “ 0. (1.62)

This calculation does not hold, if the center symmetry is broken. This is the case for the
deconfined phase of the QCD phase diagram, as shown in equation (1.57).

With regards to the center symmetry, the system resembles a spin model with three
possible states, being elements of Z3. The system is in one of the three sectors with
equal probability, when being in the confined phase. For computer simulations, it might
be difficult to tunnel between the sectors and therefore, the expectation value of the
absolute value of the Polyakov loop x|P |y is the order parameter to be analyzed in this
case. In the thermodynamic limit it coincides with | xP y |.

The previous discussion was only considering pure gauge theory without dynamical
fermions. Their inclusion into the theory breaks explicitly the Z3 center symmetry,
which is evident from the hopping expansion of the fermion determinant. The hopping
expansion follows from the Wilson formulation of the Dirac operator in the limit of large
quark masses. As described in detail in chapter 5 of [17], an important observation is,
that the fermion determinant consists of a sum over all possible closed gauge link loops.
This includes Polyakov loops, which were already found to be not invariant under non
trivial center transformations, also affecting the Polyakov loop as an order parameter
for the deconfinement transition. With dynamical fermions, the Polyakov loop is not an
exact order parameter anymore, but rather an approximate one. This will play a crucial
role in the discussion of the finite size scaling of the kurtosis of the Polyakov loop in
section 3.1.5. Although the Polyakov loop is not a true order parameter anymore, it can
still serve to investigate the deconfinement phase transition by analyzing its distribution.
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2. The QCD Phase Diagram and
the Columbia Plot

After having touched the deconfinement transition for pure gauge theory, in this chapter,
the discussion of the deconfinement transition follows from the relation to the QCD
phase diagram. The aim here is to give a brief overview over the conjectured QCD phase
diagram and the Columbia plot. As in the QCD phase diagram different phases and
phase transitions are represented and as the Columbia plot shows the type of the QCD
thermal transition, first, the basic theory about phase transitions is introduced. Some
general terms, particularly important for the discussion of phase transitions, as well as
a brief overview of the types of phase transitions, are introduced in the first section
2.1. This theoretical basis will be helpful for sections 2.2 and 2.3 about the QCD phase
diagram and the Columbia plot, respectively.

2.1. General Aspects about Phase Transitions

Some terms like first or second order phase transition and crossover have been used al-
ready, for example in the introduction. In this section the subject of phase transitions is
approached more formally, describing the classification of different types of phase tran-
sitions. The most important properties distinguishing the types of phase transitions are
presented. A large part of this section discusses the finite size scaling for a thermody-
namic system near a critical point. This is justified by the importance of the finite size
scaling formula of the reduced free energy density, which is derived in this section. Using
this formula, the fit formulas for the kurtosis of the order parameter in sections 3.1.5 and
3.1.6 will be derived.

Many of the topics covered in this section are also treated in the book of Nigel Gold-
enfeld Lectures on Phase Transitions and the Renormalization Group [18], which gives
a detailed and formal explanation of the occurrence of phase transitions and also cov-
ers the relation to the renormalization group. The book by John Cardy Scaling and
Renormalization in Statistical Physics [9] much more concentrates on the idea of the
renormalization group and the examination of phase diagrams, using critical phenomena
from the renormalization group. Both books are given as references for this section.

The following sections rely on some important terms, which are briefly explained.
Partition function refers to the canonical partition function

Z “ Tr
´

e´
Ĥ
T

¯

, (2.1)

depending on the temperature T and the Hamiltonian Ĥ of the system. Important
thermodynamic quantities are derived from the partition function. The free energy refers
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to the Helmholtz free energy F “ U´TS, U denoting the inner energy and S the entropy
of the system, and can be expressed in terms of the partition function

F “ ´T lnZ. (2.2)

One very well investigated thermodynamic system of interacting spins Si at discrete
lattice sites i is the Ising model with its Hamiltonian

H̃ “ ´J
ÿ

xi,jy

SiSj ´H
ÿ

i

Si. (2.3)

The sum over xi, jy denotes nearest neighbors i and j, whose interaction strength is given
by J , and the magnetic field H couples to all spins equally. The Hamiltonian of the Ising
model is invariant under the Z2-symmetry if the magnetic field is zero. It corresponds
to a flip of the sign for all spin variables Si. For this model, the magnetization can be
given by

M “
1

N

N
ÿ

i

Si, (2.4)

where N is the total number of spins. Another important term is the correlation length,
which is a measure for the distance, over which two spins in such a spin system are cor-
related. A more precise definition of the correlation length ξ follows from the asymptotic
behavior r Ñ 8 of the correlation function

Cprq 9
e´r{ξ

rpd´1q{2
, (2.5)

where r is the spatial distance of two spins and d is the spatial dimension of the system.
The context of these terms has not yet been clarified, but they become relevant in the
following.

2.1.1. Types of Phase Transitions

It is useful to reflect on the definition of phases and phase boundaries. A state of a system
in the thermodynamic equilibrium, being characterized by its macroscopic properties,
is denoted as a phase. One and the same substance can be found in several distinct
phases, depending on the intensive thermodynamic properties. While the microscopical
interactions between particles are identical in these phases, the macroscopic properties
like density or magnetization differ significantly.

The phases can be represented in the phase diagram, whose axes correspond to the
thermodynamic parameters of the theory, e.g. temperature and chemical potential. The
dimension D of the phase diagram is determined by the number of those parameters.
Phase boundaries separate the phases by being hyperplanes in the phase diagram of
dimension D´1 of non-analyticities in the free energy density f . Thus, phase boundaries
in a 2-dimensional p ´ T phase diagram are simply lines. A more subtle theoretical
description of these terms can be found in chapter 2 of [18]. Phase transitions describe
the evolution of a system into another phase by crossing the phase boundary. It has to
be noted, that phase transitions can only occur in the thermodynamic limit. A simple
explanation considers the partition function, from which the thermodynamic potentials
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like the free energy can be derived. At first sight, non-analyticities in the partition
function, which is basically a sum over exponentials, are not expected. However, in the
infinite volume limit, this sum becomes infinite and can thus exhibit singularities. This
also implies, that phase transitions in finite volumes are smoothed and that an increasing
system volume will sharpen the phase transition with respect to the parameters of the
thermodynamic system.

The phase transitions can now be classified into categories, depending on how the
macroscopic observables change, while crossing such a phase boundary. A classification
introduced by Ehrenfest, while being deprecated, still has a large impact on the nomen-
clature of the types of phase transitions. Ehrenfest’s classification claims, that a phase
transition is of nth order, if any nth derivative of the free energy with respect to its argu-
ments exhibits a discontinuity at the phase boundary and if all derivatives from first to
pn´1qth order are continuous. This classification turned out to be problematic, because
it was shown, that for second order phase transitions the second derivative of the free
energy may not only be discontinuous, but may actually diverge at the critical point. For
example, the specific heat is proportional to the second derivative of the free energy with
respect to the temperature and it diverges at a second order phase transition. Therefore,
the modern definition for second order phase transitions or continuous phase transitions
is, that the first derivatives of the free energy are continuous, but in any of the second
derivatives a non-analyticity has to exist, which can either be a discontinuity or even a
singularity. First order phase transitions are also called discontinuous phase transitions,
because they are discontinuous in any of the first derivatives of the free energy.

Having introduced a formal classification of phase transitions, some general properties
of either type are discussed. The discontinuous or first order phase transition is charac-
terized by the coexistence of two or more phases at the critical point. These phases are
distinct from each other and have different macroscopic properties. Consequently, the
phases fill distinct regions of the volume and the correlation length is generally finite.
Discontinuous phase transitions often involve a latent heat, implying that the tempera-
ture stays constant, while the system releases or absorbs energy. This property is also
reflected in the discontinuous behavior of the thermodynamic quantities. In this case,
they are discontinuous with respect to a change in the temperature.

Contrary to the discontinuous phase transition, at a continuous phase transition the
system is in a unique critical phase. When approaching the critical point, the correla-
tion length diverges continuously until it effectively becomes infinite. Another impor-
tant difference to the discontinuous phase transitions is, that thermodynamic quantities
smoothly approach the same value from either side of the critical point. An example for
a second order phase transition is the ferromagnetic transition at the Curie temperature
TC . When approaching this temperature from below, the spontaneous magnetization
decreases continuously, until it becomes zero at TC . Above TC , the magnetization is
always zero. The Ising model introduced above is a model, describing ferromagnetism
and this second order phase transition.

Another important type of transition is the crossover transition. It is not a true
phase transition, because it cannot be classified into one of the types of phase transitions
presented above. The thermodynamic variables just change very rapidly in a small
range around the critical temperature, but there are no non-analyticities in any of the
derivatives of the free energy. The renormalization group is not discussed here in detail,
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but the references [18] and [9] provide an explanation for crossover effects. Instead of
discussing this explanation here, only some typical occurrences of crossovers are named.
One example is the occurrence of crossovers for small residual fields, being present in the
Hamiltonian of the system. If the symmetry related to a phase transition is broken by this
external field explicitly and sufficiently strong, the system undergoes a crossover instead
of a true phase transition. True phase transitions only occur in the thermodynamic
limit, but nevertheless, a rapid change of the relevant thermodynamic variables can be
observed in finite systems. This can also be called a crossover phenomenon or more
explicitly finite-size crossover.

2.1.2. Finite Size Scaling

As explained in the previous section, real phase transitions only occur in the infinite
volume limit. Nevertheless, if the volume is sufficiently large, signs of the real phase
transition can be observed. Therefore, it is important to simulate systems with volumes
as large as possible or to investigate the volume dependency. This is clearly restricted by
the available computation time and capacity. The finite size scaling analysis quantifies
the behavior of thermodynamic quantities near a critical point. It can be derived from
the renormalization group framework, which also explains the term “critical point”.

In the following, the concept of the renormalization group framework will only be
outlined, for more details see chapter 9 of [18]. The renormalization group (RG) trans-
formations R act on the coupling parameters tKu of a system in thermodynamic limit,
performing a coarse-graining. In this case, the real space is coarse-grained by a length
factor of `. Thus,

tK 1
u “ R`tKu (2.6)

describes how the coupling constants change, as the length scale is varied by `. As the
correlation length plays an important role for phase transitions, its transformation under
R` is given as

ξrK 1
s “ ξrKs{`. (2.7)

When considering a spin system on a lattice, it is clear, that this coarse-graining of the
real space is also a coarse graining of the degrees of freedom. Hence, the transformation
of the free energy density is of interest, as it is related to the partition function ZN rKs,
depending on the set of coupling parameters tKu. In the following the singular part of
the reduced free energy density

f̃ rKs “
F̃ rKs

N
“

1

N
lnpZN rKsq, (2.8)

is considered, with N being the number of degrees of freedom. The reduced free energy
F̃ relates to the usual free energy as F “ ´F̃ T , with T being the temperature. It
is necessary to consider the singular part of the reduced free energy density to obtain
a homogeneous scaling law as in equation (2.9). It can be shown, that the partition
function is invariant under an RG transformation leading to

f̃ rKs “ `´df̃ rK 1
s, (2.9)

with d being the spatial dimension of the system.
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2. The QCD Phase Diagram and the Columbia Plot

Another crucial aspect are fixed points, emerging from RG transformations. A fixed
point K˚ is a point in coupling parameter space tKu and is defined by

tK˚
u “ R`tK

˚
u. (2.10)

This can be applied to the transformation equation of the correlation length (2.7)

ξrK˚
s “ ξrK˚

s{`, (2.11)

which has the only two solutions ξ “ 0 and ξ “ 8. The first solution ξ “ 0 refers to a
trivial fixed point and the ξ “ 8 indicates a critical fixed point. The critical fixed points
are important for the treatment of phase transitions, as they describe critical singular
behavior and finding those fixed points, allows to determine the phase diagram.

Within the renormalization group framework, the scaling laws of the free energy density
or derived quantities can be established in the vicinity of a critical point. These scaling
laws incorporate several critical exponents, which hold an important peculiarity. The
values are universal for all systems within a universality class. The renormalization
group approach also explains the origin of universality, but here, just the definition of
universality is given. The members of a universality class have three things in common.
First, the spatial dimensions have to coincide. Secondly, the symmetry group of the
Hamiltonian has to be the same for all members and crucially, the interaction forces
have to be of similar range, either being long or short ranged. Particularly, the details
of the type of interaction of the thermodynamic system do not play a role. Systems,
belonging to the same universality class, can be described by universal scaling laws and
critical exponents near a critical point.

Now, after having introduced the most important concepts and terms, the actual finite
size scaling analysis for the reduced free energy density f̃ can be performed. To obtain
a finite size scaling formula with specific coupling parameters, a certain model is chosen.
Here, the ferromagnetic Ising model is used, where the temperature T and the magnetic
field H have to be adjusted to bring the system to its critical point. The reduced variables

t “
T ´ Tc
Tc

, (2.12)

h “
H

T
(2.13)

are introduced as they become zero, when the critical point is reached at the critical
temperature Tc. The inverse spatial volume of the system L´1 can be treated as an
additional parameter, as the finite size is expected to have an effect on the system. Like
the other parameters of the system t and h, L´1 Ñ 0 has to be fulfilled to reach the
critical point. Thus, in the vicinity of the critical point, the scaling law (2.9) is expressed
as

f̃pt, h, L´1
q “ `´df̃pt`yt , h`yh , `L´1

q, (2.14)

with yt and yh being the critical exponents to be determined. For n renormalization
group transformations of the correlation length, it is found, that

ξpt, hq “ `nξp`nytt, `nyhhq. (2.15)
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2.1. General Aspects about Phase Transitions

Considering the case h “ 0 and setting `n “
`

b
t

˘1{yt
, as ` can be chosen arbitrarily, the

correlation length is

ξpt, 0q “

ˆ

t

b

˙´1{yt

ξpb, 0q. (2.16)

b is some arbitrary positive number much larger than one. The behavior of ξ in the limit
tÑ 0 is found to be

ξ 9 |t|´ν , (2.17)

where the critical exponent ν “ 1{yt was identified and the absolute value of t was used
to include both cases T ă Tc and T ą Tc. At this point, the values of the relevant critical
exponents for the Ising 3D universality class are written down. The scaling relation

2pd´ yhq “ d´ 2` η (2.18)

also relates yh to another critical exponent η, which is connected to the decay of the
correlation function at the critical point. d “ 3 is the spatial dimension of the system.
This scaling relation, as well as others, can be found in Lecture on Phase Transitions
and the Renormalization Group [18]. The values for four of these critical exponents can
be seen in table 2.1; ν and η are taken from [25] and yt and yh are calculated by using
the relations of the critical exponents mentioned above.

ν yt η yh
0.6301p4q 1.5870p10q 0.0364p5q 2.4818p3q

Table 2.1.: Values of selected critical exponents obtained from numerical simulations for
the Ising 3D universality class [25].

Again considering h “ 0 and setting the arbitrary value of ` to

` “ |t|´1{yt , (2.19)

equation (2.14) turns into

f̃pt, L´1
q “ |t|d{yt f̃p1, |t|´1{ytL´1

q “ |t|dν f̃p1, |t|´νL´1
q. (2.20)

By identifying ξ “ |t|´ν , except for an irrelevant constant factor, it becomes apparent,
that the finite size scaling of the reduced free energy density only depends on the ratio x “
ξ
L

. The thermodynamic limit xÑ 0 corresponds to the correct critical behavior, because
the correlation length is not affected by the boundaries. Inserting these substitutions in
equation (2.20), leads to

f̃pt, L´1
q “ pxLq´df̃p1, xq, (2.21)

where a new scaling function

φpx´1{ν
q “ x´df̃p1, xq (2.22)

is defined. The result is a finite size scaling form of the reduced free energy density

f̃pt, L´1
q “ L´dφptL1{ν

q, (2.23)
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2. The QCD Phase Diagram and the Columbia Plot

with the scaling variable tL1{ν , where the temperature t was recovered by employing
equation (2.17) backwards. As this result was achieved by setting h “ 0, a similar result
can be obtained by setting t “ 0 and performing an analogous calculation. Combining
these results of the finite size scaling analysis for the reduced free energy density, the
scaling formula (2.9) can be rewritten by setting ` “ L:

f̃pt, h, L´1
q “ L´df̃ptLyt , hLyh , 1q. (2.24)

At last, the reduced free energy F̃ is required instead of the reduced free energy density
f̃ , as well as its scaling behavior. Therefore, it is derived here in short. These quantities
are related by

f̃pt, h, L´1
q “ L´dF̃ pt, h, L´1

q, (2.25)

for which the relation (2.14) has to be inserted.

L´dF̃ pt, h, L´1
q “ f̃pt, h, L´1

q “ `´df̃pt`yt , h`yh , `L´1
q

“ `´dp`L´1
q
dF̃ pt`yt , h`yh , `L´1

q “ L´dF̃ pt`yt , h`yh , `L´1
q

(2.26)

leads to the result
F̃ pt, h, L´1

q “ F̃ ptLyt , hLyh , 1q. (2.27)

This section is concluded by noting, that these derivations help to determine the scaling
behavior of various thermodynamic observables. Especially the last formula (2.27) will
be the starting point to obtaining a finite size scaling formula of the kurtosis, as will be
seen in section 3.1.5.

2.2. The QCD Phase Diagram

Having introduced general terms of phase transitions, a closer look is taken at the QCD
phase diagram and in particular the QCD thermal transition. Usually, the QCD phase
diagram represents the phases and phase boundaries of QCD in the µ-T -plane, where µ is
the baryonic chemical potential and T is the temperature. Quite early it was clear, that
the hadronic phase, which is located in the low temperature and low baryonic chemical
potential region, would not persist for high temperatures. Consequently, a line in the
phase diagram should mark a transition from the hadronic phase to the quark-gluon-
plasma (QGP). A possible explanation considers the asymptotic freedom of QCD. The
running gauge coupling decreases for large energies or for large temperatures, where the
quarks and gluons lose the confinement, which was present in the hadronic phase. The
term plasma indicates the presence of free color charges.

The relevant energy scales of the QCD phase diagram prevent analysis by perturbation
theory, because the gauge coupling is still large. Thus, the only first principles method
to study the phase diagram at low temperatures and densities is lattice QCD, which
is restricted to the µ“0 line. Extrapolations from lattice results can only explore the
region in the vicinity of µ“0. For larger chemical potential, conclusions have to be drawn
from symmetry arguments, or effective models have to be used to approximate the phase
structure of QCD. Therefore, currently, the QCD phase diagram is only conjectured.
Some simplifying assumptions reduce the complexity of the problem. First of all, the
number of quark flavors is reduced to the 2 or 3 lightest quarks. The much heavier quarks
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2.2. The QCD Phase Diagram

Figure 2.1.: The QCD phase diagram in the T -µ-plane in the approximation of two de-
generate light quarks with finite quark mass mu,d and one heavier strange
quark ms, with mass values comparable to physical ones [29]. The two
largest phases are the hadronic phase in the left lower corner and the quark
gluon plasma for large temperatures. The terms 2SC and CFL stand for
the color superconducting phases two-flavor-superconducting phase and the
color-flavor-locked phase respectively.

charm, bottom and top play an insignificant role in the dynamics of the system. The two
lightest quarks up and down are considered to be degenerate mu “ md “ mu,d, as their
physical mass values are very similar. The strange quark mass ms is much larger than
these two. However, considering the two light quarks and the heavier strange quark is
a good approximation. In principle, the variation of the quark masses leads to different
QCD phase diagrams, which provides insight into the physical phase diagram. As in
the next section 2.3 the variation of the quark masses is discussed for µ“0, here, only
physical quark masses are considered. The QCD phase diagram, reflecting this situation
according to [29], is shown in figure 2.1. In the following, the different phases in this
phase diagram are explained qualitatively. For a good overview, also the phases at high
chemical potential are discussed briefly, although only the µ“0 line is subject of the
research of this thesis.

The hadronic phase in the lower left corner for low temperatures and low baryochemical
potential is delimited by a first order phase transition line, which ends in the critical
endpoint E. The critical endpoint represents a second order phase transition and is in the
Ising universality class. From this point to the vertical temperature axis, the transition
from the hadronic phase to the quark-gluon-plasma for high temperatures turns into a
smooth crossover. This transition at µ“0 and Tc will be subject of the next section
2.3, where the type of the phase transition is investigated depending on the masses of
the three lightest quarks mu,d and ms. Another transition for the hadronic phase is the
nuclear liquid-gas phase transition, which is represented in figure 2.1 by the short line
emerging from the horizontal axis. On the left of this line, the nucleons exist as single,
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2. The QCD Phase Diagram and the Columbia Plot

unbound nucleons. When undergoing this first order liquid-gas phase transition, the
nucleons bind and form a liquid.

At high densities, two color superconducting phases are believed to exist, which will
not be discussed here in detail. For more information on the high density phases see
[1]. In the two-flavor-superconducting (2SC) phase the two lightest quarks build Cooper
pairs, using two of the three colors. In the color-flavor-locked (CFL) phase also the
heavier strange quarks form Cooper pairs. Here, the color degrees of freedom are locked
to the three flavor degrees of freedom, hence the origin of the name. The CFL phase can
again be investigated using first principles, as QCD becomes analytically tractable for
very large densities.

Finally, situations in experiments or in nature can be related to the QCD phase di-
agram, clarifying the importance of understanding the phase structure of QCD. For
example, during the evolution of the early universe, the fast expansion cooled the quark
gluon plasma. Near the µ“0 axis, the quark matter was undergoing the QCD thermal
transition, i.e. a crossover transition to hadronic matter. The cores of neutron stars
are presumably located at low temperatures and high densities in the phase diagram.
Experimental heavy ion collisions explore the QCD phase diagram for high tempera-
tures and rather small densities. Experiments are performed for example at the Large
Hadron Collider (LHC) at CERN and at the Relativistic Heavy Ion Collider (RHIC) in
Brookhaven.

The actual focus of this thesis is on the deconfinement transition at µ“0. Lattice QCD
calculations for physical quark masses have shown, that the QCD thermal transition is
a smooth crossover [2] with a critical temperature in the range of about 150MeV to
170MeV [7]. The resulting critical temperature depends on the choice of the determining
observable. In the next section 2.3, only this QCD thermal transition at µ“0 will be
subject of the discussion of the Columbia plot.

2.3. The Columbia Plot

When performing finite temperature lattice QCD Monte Carlo simulations at zero chem-
ical potential, parameters to be tuned are the quark masses and the temperature. For
the QCD transition at the critical temperature Tc, the type of the transition can be
visualized in a two dimensional plot, where the quark masses mu,d and ms of the three
lightest quarks are on the horizontal and vertical axis, respectively. An early version of
this so called Columbia plot was already developed by a group at the Columbia Uni-
versity in 1990 [8]. It has to be noted, that the Columbia plot combines the types of
the phase transitions connected to the chiral and the center symmetry. For the chiral
symmetry, the chiral condensate is the order parameter connected to the chiral transi-
tion. For the center symmetry, the Polyakov loop is the order parameter connected to
the deconfinement transition.

A qualitative version of the Columbia plot is shown in figure 2.2. The quark mass for
the up and down quark is represented by the horizontal axis and the strange quark mass
is represented by the vertical axis. Three lines identify the points in the phase diagram
for which either one, two or three quarks are degenerate. This follows from the fact, that
infinitely heavy quarks decouple from the theory. The Nf“1 line marks infinitely heavy
up and down quarks on the right vertical axis. Towards infinite strange quark mass, a
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N f
“
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N
f
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Physical Point
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Z2

Z2
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Figure 2.2.: The Columbia plot, showing qualitatively the type of the QCD transition
at µ“0 in the plane of the quark masses mu,d and ms. Areas, where a first
order phase transition takes place, are marked by 1. Order. Areas, marked
with Crossover, indicate a crossover transition and the blue lines, marked
with Z2, represent second order phase transitions in the Ising universality
class.

two-fold degeneracy of the up and the down quark is represented by the upper horizontal
axis. A degeneracy of all three quark masses corresponds to the diagonal line from the
lower left corner to the upper right corner. The other points in the plane are different
combinations of the quark masses mu,d and ms, being denoted as Nf“2` 1. Finally, the
physical point marks the approximate location of the real physical quark masses in the
Columbia plot.

Now, the conclusion about the type of the thermal QCD transition, following from of
the Columbia plot, is discussed. The physical point, corresponding to the transition at
µ“0 in the QCD phase diagram in figure 2.1, is clearly located in the crossover region.
For small mu,d, a first order region is delimited by a Z2 line. For Nf“3, the chirally
symmetric phase appears, when the masses are zero. This first order phase transition is
related to the spontaneous symmetry breaking of the chiral symmetry. When increasing
the masses, the chiral symmetry is broken explicitly, weakening the first order phase
transition for sufficiently small masses. At some point, the phase transition turns into
a Z2 second order phase transition of the Ising universality class. Moving further on
the Nf“3 line, the large crossover region is entered, for which no non-analyticities occur
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2. The QCD Phase Diagram and the Columbia Plot

in the thermodynamic observables. The Z2 second order phase transition separates the
first order region from the crossover region, at least for small quark masses mu,d and ms.
For larger ms, the situation is not quite clear yet, as the simulation of smaller quark
masses gets computationally more costly. The scenario of the first order region, ending
at a finite value of ms and mu,d, is possible. This leads to different possible universality
classes for the phase transition at small mu,d. As this thesis considers the heavy mass
critical deconfinement line in the right upper corner, the details of this discussion are
omitted, but they can be found in chapter §2.2 of [34], where different scenarios for
the small mu,d region are shown. Figure 2.2 shows one particular scenario, to give an
impression of the complete Columbia plot. The heavy masses region in the right upper
corner is better understood, because simulations are computationally less costly. This
first order phase transition corresponds to the quenched approximation of QCD with
quarks being infinitely heavy. As already discussed in section 1.6, pure gauge theory is
invariant under center transformations. In this case the Polyakov loop is an exact order
parameter. Finite but large masses can be treated as an external field 1{m breaking the
center symmetry explicitly, which leads to a weakening of the first order phase transition.
Hence, the Polyakov loop is not an exact order parameter for the deconfinement transition
anymore but an approximate one. The first order region is again enclosed by a Z2 line,
where the explicit center symmetry breaking has weakened the first order phase transition
sufficiently, leading to a vanishing latent heat and a second order phase transition. The
localization of the point, where the Z2 line touches the Nf“2 line, is the main goal of
this thesis.

One reason to show the Columbia plot qualitatively, is the lack of sufficient continuum
extrapolations of the critical masses, for which a second order phase transition takes
place. In principle, the results from various simulations can be compared by calculating
the corresponding pseudo scalar meson mass. A shift of the Z2 lines has been observed for
decreasing the lattice spacing. This behavior is visualized in a study about simulations
with Nf“2 Wilson fermions [13]. It shows the shift of the Z2 line for the deconfinement
phase transition in the heavy quark mass region to smaller mass values, as the lattice
gets finer. The goal for this thesis is also the localization of the same critical Z2 point,
with the difference of using the staggered fermion discretization. The shift of the Z2

critical point towards finer lattices, however, cannot be evaluated, as only one temporal
lattice extent Nτ“8 is simulated for this thesis.
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3. Numerical Aspects of Phase
Transitions in LQCD

This chapter first discusses the numerical methods to investigate phase transitions and
numerical aspects for LQCD calculations in general. Thereafter, a brief section gives
an overview over the used tools, which implement the beforehand discussed numerical
methods. Section 3.3 about the Python Fitting GUI plays a special role, as the imple-
mentation of this tool was a major task during the work for this thesis. Thus, it receives
a more detailed reflection in a separate section.

3.1. Numerical Analysis of Phase Transitions

As the analysis of phase transitions with numerical calculations on a finite lattice re-
quires many different methods, the most important ones are discussed in this section.
The methods approach the problem of calculating an expectation value of an observable
in a statistical system by numerical simulations. A method to estimate the error on the
expectation value of an observable has to be found. Furthermore, the particular observ-
ables, which help to locate phase transitions and determine their types, are considered.
This approach uses the two standardized moments skewness and kurtosis, being discussed
in section 3.1.4. In the end, a method to obtain the Z2 critical mass is explained, which
is based on fitting a finite-size scaling formula of the kurtosis of the Polyakov loop to the
numerically obtained data at the critical βs. Hence, different ansätze for the kurtosis fit
formula are presented, also extending beyond the usual Polynomial fit ansatz.

3.1.1. Monte Carlo Importance Sampling

As already stated in section 1.1, in general, the QCD path integrals are not analytically
solvable. Even if the space-time is discretized to a finite lattice, the analytical calculation
of the path integrals cannot be performed on a reasonably large lattice. This is the
reason for using Monte Carlo simulations to approximate the path integrals. For gauge
observables they look like

xOy “
1

Z

ż

Drψ, ψsDrU se´SLQCDrψ,ψ,UsOrU s, (3.1)

where the partition function is given by

Z “

ż

Drψ, ψsDrU se´SLQCDrψ,ψ,Us. (3.2)

The action SLQCD, depending on the fermion fields ψ and ψ̄ and the gauge links U , in
general, is a discretization of the continuum QCD action. In formulas (3.1) and (3.2) the
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3. Numerical Aspects of Phase Transitions in LQCD

fermion fields ψ, ψ̄ can be integrated out analytically, arriving at a fermion determinant
detrDrU ss, depending on the gauge links. The path integral (3.1) can therefore be written
as

xOy “
1

Z

ż

DrU se´SGrUs detpDrU sqOrU s “
1

Z

ż

DrU se´Seff.rUsOrU s, (3.3)

where the property of the fermion determinant, being real and non negative, is used to
introduce the substitution Seff.rU s “ SGrU s ` ln pdetpDrU sqq. The same substitutions
are applied to the partition function in formula (3.2). The idea of the Monte Carlo im-
portance sampling method is approximating such integrals by a sum over configurations
tUu, which are randomly sampled with a probability weight e´Seff.rUs “ e´SrUs. One
configuration tUu is the set of all gauge links on the lattice. The sum, approximating
the path integral (3.1), can be denoted as

xOy «
1

N

ÿ

tUun
sampled
9e´SrUns

OrUns. (3.4)

It has to be evaluated on a sufficiently large number of configurations N to give an ade-
quate result. A detailed introduction to Monte Carlo methods can be found in chapter 4
of Quantum Chromodynamics on the Lattice [17], whereas here, only the general concepts
are presented.

The challenge is to efficiently find new configurations tUun, which are sampled accord-
ing to the probability distribution density

dP pUq “
e´SrUsDrU s
ş

DrU se´SrUs
. (3.5)

The concept of the Markov Chain helps to tackle this challenge. A Markov Chain is a
set of ordered configurations, where the nth configuration is generated, depending on
the pn´ 1qth configuration. Starting with an initial configuration after a thermalization
process, the generation of new Markov Chain elements is designed, such that overall, the
new configuration is drawn randomly with a probability proportional to the Boltzmann
weight e´SrUs. This requires an efficient pseudo random number generator, because real
random numbers are not available on conventional computers. Additionally, the large
amount of pseudo random numbers required must not lead to recurring patterns and so
a distortion of the statistics produced by the Markov Chain.

There are many ways of generating new Markov Chain elements, in this case new gauge
configurations, but they depend on the applied action. For this thesis, always the rational
hybrid Monte Carlo (RHMC) algorithm [10] was used. It is required for the staggered
fermion action, which relies on the rooting trick explained in section 1.2. The details of
the RHMC algorithm are once again omitted and the focus is on the rough idea. The
algorithm relies on evolving the configurations by integrating the classical Hamiltonian
equations of motion in a discretized computer time. This involves the calculation of
a force term, consisting among others of a term with the inverse Dirac operator. The
rational property of the RHMC algorithm refers to the approximation of the inverse
Dirac operator. In this case, it is a rational function. The algorithm is nevertheless exact,
because in the end, a Metropolis accept-reject-step accounts for the approximations in
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3.1. Numerical Analysis of Phase Transitions

the integration of the Hamiltonian equations and for the approximation of the inverse
Dirac operator. Referring to the classical Hamiltonian equations of motion, one update
of a configuration is also called trajectory.

The gauge configurations are produced with the RHMC algorithm, on which the gauge
observables are evaluated. An important issue is the correlation between the trajectories,
a simple consequence of the fact, that in a Markov chain, a configuration always depends
on the previous one. When calculating the mean and the error of an observable, the
correlation of the trajectories has to be taken into account. This problem is subject of
the next section 3.1.2.

3.1.2. Analyzing an Observable

For each trajectory in the Markov Chain, several observables can be measured on the
gauge configurations. Here, one example observable X is considered, for which the
measurements txiu, i P r1, . . . , N s have been collected. It is not as easy to evaluate the
equation (3.4) as it seems to be, because the autocorrelation of the measurements txiu
has to be considered. Additionally, observables depending on the measurements (i.e.
Ortxius) are calculated and an error for the mean value of O has to be specified. The
following describes the general analysis of an observable, which was performed throughout
this thesis.

On a given set of N measurements of X, leading to the data set txiu, the integrated
autocorrelation time τint can be calculated for any observable O, depending on this data.
The autocorrelation time is a measure for the number of trajectories, over which they are
typically correlated. For this thesis, the method to calculate an effective τint proposed
by Ulli Wolff [39] was used. Having obtained τint, a binning procedure can be performed,
implying a division of the measurements into equally large parts (bins) of the size of
(at least) two times the autocorrelation time. The mean value of the measurement
X is calculated for these bins, creating a new data set of K “ N

τint
data points, being

uncorrelated with respect to the observable O. Ideally, N is a multiple of 2¨τint, otherwise
the remaining data is discarded.

The binned data set of K data points tx1iu can now be used to calculate the mean
and the error of the mean value of the observable. Several methods exist for that, but
here, only the jackknife method is discussed, because it is the only relevant one for this
thesis. Given the data set of K uncorrelated measurements, the jackknife method first
creates K new subsets of the data tx1iu, i P r1, . . . , Ks by removing the nth entry from
the original data set to obtain the nth jackknife sample tx11, . . . , x

1
n´1, x

1
n`1, . . . , x

1
Ku. The

observable O is evaluated on these jackknife samples, obtaining K jackknife replicates
OJ
n , n P r1, . . . , Ks.

Ô “
1

K

K
ÿ

i“1

OJ
n (3.6)

is quoted as a biased estimator for the mean value of O. The estimator of the variance
of the mean value of O can be determined as

σ2
Ô
“
K ´ 1

K

K
ÿ

n“1

´

OJ
n ´ Ô

¯2

. (3.7)

The final result is quoted as Ô ˘ σÔ.
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The mean of X is considered as a trivial observable

X̂ “
1

K

K
ÿ

i“1

X̂J
n , (3.8)

where the X̂J
n are evaluated according to

X̂J
n “

1

K ´ 1

K
ÿ

i“1,i‰m

xi. (3.9)

The result for X̂ is the same for the jackknife method and the conventional method of
calculating a mean, but only for this special case. Higher moments, being discussed in
section 3.1.4, evaluate differently and also composed quantities have to be considered,
specifically the standardized moments

Bn “
µn

µ
n{2
2

, (3.10)

where the µn are the central moments µn “
ř

ipxi ´ X̂qn. As X̂ can be calculated
without any jackknife method, the standardized moments n ą 2 are composed of two
quantities, i.e. the numerator and the denominator in a fraction, for which the jackknife
replicates have to be evaluated separately. Clearly, the bin sizes in the beforehand
binning procedure have to coincide and therefore, always the larger bin size, related to
the autocorrelation time of the quantities, is chosen to be on the safe side. Subsequently,
the jackknife method is applied for the two quantities. The observable O “ x

y
is assumed,

being composed of the quantities x and y. These quantities can be analyzed with the
jackknife method, leading to jackknife replicates xJn and yJn , being evaluated on the same
jackknife sample for each n. The jackknife replicates xJn and yJn combine to the jackknife
replicate

OJ
n “

xJn
yJn
. (3.11)

Subsequently, the known formulas (3.6) and (3.7) can be applied.
In the end, there is a clear procedure of the calculation of the jackknife estimators of

the mean and the variance of any observable depending on the correlated measurements
of the Markov Chain. In this way, the order parameter of a phase transition is analyzed at
particular points in the parameter space consisting of spatial extent Ns, the mass m and
the inverse gauge coupling β. Due to the high computational cost, the discretization of
the parameter space is coarse and an interpolating method is required, to gain insight in
for example the more precise variation of the order parameter, depending on parameters
like β. One possible interpolating method is discussed in the next section 3.1.3.

3.1.3. Reweighting

The reweighting method, also formally known as the multiple histogram method, com-
bines several simulations at different values in the parameter space to estimate the ob-
servable at non-simulated values of the parameter. The condition for this parameter of
the simulation is the linear appearance in the action. This interpolating method was first
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introduced in 1989 by Ferrenberg and Swendsen [16]. This section does not focus on the
derivation of the formulas or the implementation details, which can be found in chapter 8
of Newman and Barkema’s Monte Carlo Methods in Statistical Physics [24]. Instead, the
rough idea behind the multiple histogram method is outlined and the relevant formulas
are presented. In the end, it is illustrated, how this method helps to locate the critical
β and to find an indicator of the type of the phase transition.

The discussion will be restricted to reweighting in the inverse gauge coupling β, al-
though it is possible to generalize it to other parameters. The parameter β enters the
probability weight as expp´SGq “ expp´βEq, where SG is the gauge action and E “ SG

β

is the conjugated quantity to β. The idea of this method descends from the single his-
togram method [15], offering the possibility to extrapolate an observable to values of β
in the vicinity of one simulated point. These estimates of several values at βs in between
the simulated βs can be combined, giving a weight according to the accuracy of the
extrapolated value of the observable. The way, how these estimates from different βs are
combined, depends on the density of states, which describes the number of states of the
systems with a certain value of one observable. The important property of the density
of states is the independence of β, such that simulations at different βs give estimates
for the same function of the density of states. Combining these estimates with a weight
according to their accuracy, leads to a good estimate of the density of states over the
complete range of the conjugated quantity E, as long as the gauge action histograms
of the different simulated β values overlap sufficiently. Having outlined the rough idea
behind the multiple histogram method, the formula of a reweighted observable Q at an
arbitrary β is shown. It is assumed, that several simulations at different βj have been
performed and for each β the observable Q is measured nj times. Hence, the reweighted
quantity Q is

xQpβqy “
1

Zpβq

ÿ

i,s

Qspβiq
ř

j njZ
´1
j epβ´βjqEspβiq

. (3.12)

The partition function Zpβq in this formula follows from

Zpβq “
ÿ

i,s

1
ř

j njZ
´1
j epβ´βjqEspβiq

, (3.13)

where Zj “ Zpβjq. Due to the dependence of Zpβq on the Zj in equation (3.13), it is a
recursive function. This can be solved numerically by giving any starting value to the Zj
and solving this equation to obtain new values of Zj with a higher accuracy. Iterating
this process leads to an approximation of Zj with an acceptable accuracy at some point.
The indices i and j are referencing the simulations at different βs. The index s references
the trajectories in the ith simulation, running from 1 to ni.

To obtain an error on the reweighted quantity, the already discussed jackknife method
from section 3.1.2 is used. The idea is, to reweight the observable Q several times at
a specific β, every time omitting a different data point (with respect to the binned,
uncorrelated data), thus obtaining the jackknife estimators QJ

npβq. The mean and the
variance can be calculated with these jackknife estimators, as it was discussed before.

The multiple histogram method for lattice QCD observables is implemented in
PLASMA, as explained in section 3.2.3. In the following, it will be illustrated briefly,
how the multiple histogram technique helps to locate a phase transition by determining
a critical β. As will be explained in the next section 3.1.4, the skewness of the order
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parameter becomes 0 at the critical β. The reweighting of the skewness of the order
parameter helps to locate this critical β, where the absolute value of the reweighted
skewness is closest to zero. As will be clear also in the next section 3.1.4, the kurtosis
of the critical β gives information about the type of the phase transition. Thus, by
reweighting the kurtosis, the value of the kurtosis is determined at the critical β. This
value can be used to examine the type of the phase transition. A figure, illustrating the
steps to finding the value of the kurtosis at the critical β, is shown in the last chapter 4,
when discussing the obtained kurtosis data. Figure 4.1 shows the results of the analysis
and the reweighting of the skewness and the kurtosis for a particular mass am“0.55 and
volume Ns“56.

3.1.4. Skewness and Kurtosis

The skewness and kurtosis of a random variable say something about the shape of the
probability distribution of the random variable. This will help to identify the critical
point of the phase transition and it will also be helpful to determine the type of the
phase transition. The meaning of the skewness and the kurtosis values for the shape
of the probability distribution will be explained after the introduction of the moments,
central moments and standardized moments, of which the skewness and the kurtosis are
two special cases.

For a random variable X P R with a given probability density function fpXq, the nth
moment is defined as

mn “

ż 8

´8

dX fpXq ¨Xn. (3.14)

Additionally, the nth central moment is defined as

µn “

ż 8

´8

dX fpXq ¨ pX ´m1q
n, (3.15)

where m1 is the first moment, also called the mean. The second central moment µ2 is
called the variance. It is useful to define a moment generating function, which generates
the moments by taking derivatives with respect to a source t and setting it to zero
afterwards. The definition for the moment generating function is

MXptq “

ż 8

´8

dX fpXq ¨ etX (3.16)

and hence, the nth moment is given by

mn “
dn

dtn
MXptq

∣∣∣∣
t“0

“M
pnq
X p0q. (3.17)

Having defined the moment generating function, also a cumulant generating function
can be defined, which generates the cumulants κn analogously to the moments. The
cumulant generating function

KXptq “ lnpMXptqq (3.18)

generates the cumulants

κn “
dn

dtn
KXptq

∣∣∣∣
t“0

“ K
pnq
X p0q. (3.19)
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General relations can be derived between the cumulants and the central moments by first
calculating both the cumulants and the central moments as functions of the moments.
The results are only shown for selected relations, which are required in the next subsection
3.1.5 for the finite size scaling of the kurtosis. The first relation of interest considers µ2

and κ2 leading to
µ2 “ κ2 “ m2 ´m

2
1, (3.20)

having used formulas (3.15) and (3.19). The same formulas can be applied to κ4 and µ4:

µ4 “ m4 ´ 4m3m1 ` 6m2m
2
1 ´ 3m4

1 (3.21)

κ4 “ m4 ´ 4m3m1 ` 12m2m
2
1 ´ 6m4

1 ´ 3m2
2 (3.22)

Comparing the coefficients of the terms, the result is

µ4 “ κ4 ` 3pm4
1 ´ 2m2m

2
1 `m

2
2q (3.23)

and by also inserting the result from equation (3.20), the final relation

µ4 “ κ4 ` 3κ2
2 (3.24)

is obtained
Having introduced these definitions and the relevant relations, the standardized mo-

ments are discussed, including the skewness and the kurtosis. They are defined by a
fraction of the central moments

Bn “
µn

pµ2q
n{2
. (3.25)

The first standardized moment B1 is zero, since the first central moment is also zero.
The second standardized moment is 1, as the numerator and the denominator both are
the variance.

The first nontrivial standardized moment is the third one, called the skewness. It is
a measure for the asymmetry of the distribution of the random variable. It assumes
negative values, if the bigger part of the distribution is concentrated on the right side.
It becomes zero, if the parts of the distribution are distributed evenly around the center
and positive values are obtained, if the main part of the distribution concentrates on the
left side.

The highest standardized moment, being discussed here, is the kurtosis B4. As the
skewness, it also says something about the shape of the distribution of a random variable.
For a long time, the kurtosis was related to the peakedness of the distribution, which in
fact is a misinterpretation, as it actually gives very little in evidence about the peak or
the center of a distribution [37]. A better meaningful interpretation for the kurtosis is
the tailedness. Consequently, a distribution with a large kurtosis generates more outliers
with respect to the center of the distribution than distributions with a smaller kurtosis.
The shape of the tails of the distribution is much more reflected in the kurtosis than the
the shape of the center.

The question, how the kurtosis and the skewness can help to locate and identify the
phase transition, is approached in the following. For the localization of the phase tran-
sition, the temperature is scanned, which is equivalent to a scan in β for LQCD. The
critical temperature is reached, when all phases are equally probable for a first order
transition or when the critical phase is present for the second order phase transition.
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Figure 3.1.: Left: Modeled probability distributions of the order parameter x for 5 β-
values around βc. At βc, two separate coexisting phases indicate a first order
phase transition. The probability distributions are two additive Gaussian
distributions with different relative weight for each β.
Right: A modeled course of the skewness B3pβq and the kurtosis B4pβq,
qualitatively corresponding to the distributions on the right and the indica-
tion of the zero crossing of the skewness, determining βc and the localization
of B4pβcq. (Plots inspired by [11].)

The order parameter for different temperatures is calculated in finite systems, implying
that a true phase transition cannot take place (referring to section 2.1) and the order pa-
rameter is distributed continuously. Several modeled distributions of the order parameter
for β values around βc are shown in figure 3.1 on the left. The distribution of the order
parameter becomes symmetric, if the critical temperature (critical β) is reached, because
at that point, the two phases of a first order phase transition are equally favorable for the
system. As the skewness measures the asymmetry of the distribution, a temperature is
sought, at which the skewness becomes zero. For numerical simulations, this can be done
by applying the reweighting technique introduced in section 3.1.3, avoiding a very fine
and computationally expensive scan in the temperature. In figure 3.1 on the right, the
qualitative courses of the skewness and the kurtosis corresponding to the distributions on
the left are plotted as a function of β. The zero crossing of the skewness at the critical
β is indicated. This helps to determine the critical β and the kurtosis at the critical
β. The kurtosis assumes a minimum at βc, but when relying on reweighted data, the
determination of βc from the zero crossing of the skewness is more accurate.

As the critical temperature is found by searching for a zero-transition of the skewness,
now the type of the phase transition can be determined. The kurtosis at the critical
temperature assumes distinct values for different types of phase transitions in the infinite
volume limit. In table 3.1 the kurtosis values of the relevant transitions are shown.
The values for the first order transition and the crossover transition can be computed
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Transition Type 1. Order Z2 (Ising 3D) Crossover
B4pTcq 1 1.604p1q 3
Notation B4p8, 1.Oq B4p8, Z2q B4p8, COq

Table 3.1.: The values of the kurtosis at the critical temperature for different types of
transitions (Z2 value from [5]). The notation, which is used in the following,
is shown at the bottom. 8 refers to the infinite volume limit.

analytically, using Gaussian distributions. For the Crossover, it is just one Gaussian
distribution and for the first order transition, two of them are summed up. They have
to be sufficiently far apart, implying a much larger difference of the means ∆µ than the
individual standard deviations σ: ∆µ " σ. The value of the kurtosis at a Z2 second
order phase transition for the Ising 3D model can only be obtained numerically, it is
thus not exact and the statistical error is appended in brackets. The value in table 3.1
is obtained by Monte Carlo simulations of the 3D Ising model according to [5].

The goal to find the critical mass, where a second order phase transition takes place,
can in principle be achieved by considering the kurtosis values of the order parameter at
the critical temperature and in the infinite volume limit. Since such numerical simulations
always use a finite lattice, it is necessary to perform a finite size scaling analysis to relate
the results obtained in a finite volume to values in the thermodynamic limit. This is
done in the next section 3.1.5 for the kurtosis of the Polyakov loop, forming the basis for
finding suitable kurtosis fit formulas to determine the critical mass in section 3.1.6.

3.1.5. Finite Size Scaling of the Kurtosis

In the previous subsection, the kurtosis was introduced and its expression as fractions
of the central moments was shown. Inserting the relations of the cumulants (3.20) and
(3.24), leads to

B4 “
µ4

µ2
2

“
κ4

κ2
2

` 3. (3.26)

These cumulants can be written as derivatives of the free energy, allowing a derivation
of a scaling law for the kurtosis from the scaling laws of the free energy density.

In the last subsection, the generation of cumulants by the cumulant-generating function
KXptq was discussed. To obtain a cumulant-generating function, the moment-generating

function is considered, which is the partition function Z “ Tr
´

e´β̃Ĥpαiq
¯

. The Hamilto-

nian Ĥ depends on the coupling constants αi. For preventing of mixing up the inverse
gauge coupling β and the inverse temperature, β̃ is used as the inverse temperature. The
analogy with equation (3.16) shows, that the partition function can indeed be used as
the moment generating function, which has to be differentiated with respect to β̃ or the
αi.

The cumulant-generating function is the logarithm of the moment generating function
according to (3.18), such that lnpZq “ ´β̃F represents the cumulant-generating function
in statistical physics, where F is the free energy. As an abbreviation, the reduced free
energy is introduced as

F̃ “ ´β̃F, (3.27)

which will be used as the cumulant-generating function from now on.
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From section 2.1.2, the finite size scaling of the reduced free energy is

F̃ pt, h,N´1
s q “ F̃ ptNyt

s , hN
yh
s , 1q, (3.28)

where ` is chosen arbitrarily and is set to ` “ Ns. Ns is the number of spatial lattice
points. The finite size scaling analysis of the kurtosis is derived for the Ising model with
its parameters h and t, which subsequently can be transferred to the lattice QCD model in
the heavy mass regime with its parameters β and 1

m
. This is possible, because universality

guarantees the same scaling laws for both models in the vicinity of a critical Z2 point.
1
m

is the parameter of heavy mass lattice QCD, since it is the center symmetry breaking
parameter. If 1

m
“ 0, the center symmetry is restored for the quenched approximation.

In this section 3.1, m represents the mass in lattice units. Additionally, general simplified
relations between the coupling parameters of each model have to be assumed. Linear
mixing of the parameters in the vicinity of the critical point [21] is assumed

t “ apβ ´ βcq ` b

ˆ

1

m
´

1

mc

˙

(3.29)

h “ c

ˆ

1

m
´

1

mc

˙

` dpβ ´ βcq, (3.30)

where a, b, c, d are constants, later being absorbed into fitting parameters. Recalling
the definitions of h and t from section 2.1.2, they are the reduced temperature and the
reduced magnetic field, respectively. First, the finite size formula for the kurtosis has to
be elaborated with these Ising model parameters.

The steps, to analyze the finite size scaling of the kurtosis shown here, follow the
presentation in [35]. First, a purely magnetization like observable O is assumed, for
which the kurtosis is calculated. This leads to the representation

O “ cM ¨M Ñ cM
B

Bh
. (3.31)

To simplify the following derivation of the finite size scaling of the kurtosis, the abbrevi-
ation

Bn

Bhn
F̃ pt, hq “ F̃ pnqpt, hq (3.32)

is used. Following equation (3.26), the fourth and the second cumulant are calculated
according to

κ4 “
B4

Bh4
F̃ ptNyt

s , hN
yh
s , 1q, (3.33)

κ2 “
B2

Bh2
F̃ ptNyt

s , hN
yh
s , 1q. (3.34)

Hence, the kurtosis is

B4 “
N4yh
s F̃ p4qptNyt

s , hN
yh
s , 1q

N4yh
s

´

F̃ p2qptNyt
s , hN

yh
s , 1q

¯2 ` 3 “
F̃ p4qptNyt

s , 0, 1q
´

F̃ p2qptNyt
s , 0, 1q

¯2 ` 3, (3.35)

where h is set to zero. The reason to set h to zero becomes clear, when considering the
phase diagrams in the coupling parameter space of the Ising model and lattice QCD,
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each in the vicinity of the critical point. The two phase diagrams are shown in figure 3.2.
Below a critical temperature, the Ising model exhibits a first order phase transition (PT)
at h “ 0, where the spontaneous magnetization jumps between ´|Mp0q| and |Mp0q|,
tuning h across h “ 0. At the critical temperature, this transition becomes continuous,
resulting in the Z2 critical end point. Lattice QCD exhibits a first order phase transition
in the quenched approximation, where the mass is infinitely large, thus 1

m
“ 0. The

1. order phase transition weakens, when the center symmetry breaking parameter 1
m

is
increased, leading to a second order critical end point. The critical values of β, where
the first order phase transition takes place, decrease as the mass is decreased.

As explained in the previous section 3.1.4, the strategy is scanning in β around the
critical β at a fixed mass value, to find the critical β and determine the value of the
kurtosis at that point. This is applied for the first order line and its symmetrical extension
into the crossover region. The kurtosis values at this critical line can be mapped onto
the phase diagram of the Ising model, where the same line is located at h “ 0. Finding
the kurtosis values at the critical β values allows to set h “ 0, as the correspondence of
the two phase diagrams in the vicinity of the critical Z2 point has shown.

t

h

Z2-critical point

0

0
1.

ord
er

P
T

β

1
m

Z2-critical point

1
mc

βc

1. order PT

Figure 3.2.: Comparison of the phase diagrams in coupling parameter space of the Ising
model and the lattice QCD model in the heavy mass regime. t is the reduced
temperature and h the reduced external magnetic field. For the lattice QCD
phase diagram, β is the inverse gauge coupling and 1

m
is the inverse mass of

the two degenerate fermions.

The right hand side of equation (3.35) can be expanded as a series around t “ 0. The
expression for the Taylor series expansion is

B4 “ A`B ¨ tN
1
ν
s `O

´

t2N
2
ν
s

¯

, (3.36)

where 1
ν
“ yt from section 2.1.2 was used. A and B are constants to be determined by

universality or a fit.
The observable in equation (3.31), for which the kurtosis is calculated, is assumed to be

purely magnetization like. The property of the order parameter Polyakov loop, not being
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exact but approximate, leads to a mixture of an energy like part and a magnetization
like part in the observable:

O “ cE ¨ E ` cM ¨M Ñ cE ¨
B

Bβ̃
` cM ¨

B

Bh
, (3.37)

where cE and cM are the constants, belonging to the energy part and the magnetic part,
respectively. In this case, β̃ is the inverse temperature, being related to the reduced
temperature t via β̃ “ pTcpt` 1qq´1. The derivative with respect to β̃ leads to an
additional correction term for the formula, already presented in equation (3.36). The
precise derivation is given in appendix A and the result is

B4 “

´

A`B ¨ tN
1
ν
s `O

´

t2N
2
ν
s

¯¯

¨
`

1` C ¨Nyt´yh
s `O

`

N2pyt´yhq
s

˘˘

, (3.38)

where C is again a constant to be obtained as a fit parameter. One last step is relating the
reduced temperature to the coupling parameters of lattice QCD. The already introduced
linear mixing of the parameters is used

t “ apβ ´ βcq ` b

ˆ

1

m
´

1

mc

˙

(3.39)

and in the vicinity of the critical point the terms β ´ βc and 1
m
´ 1

mc
are assumed to be

proportional, leading to

β ´ βc “ d

ˆ

1

m
´

1

mc

˙

, (3.40)

with d being a constant. Inserting this into equation (3.39) yields

t “ D

ˆ

1

m
´

1

mc

˙

, (3.41)

where D is again another constant. Equation (3.41) has to be inserted into equation
(3.38), yielding a formula, which expresses the finite size scaling of the kurtosis of the
order parameter at the heavy Z2 point:

B4 “
˜

A`B

ˆ

1

m
´

1

mc

˙

N
1
ν
s `O

˜

ˆ

1

m
´

1

mc

˙2

N
2
ν
s

¸¸

`

1` CNyt´yh
s `O

`

N2pyt´yhq
s

˘˘

(3.42)

It is the basic formula for fitting the numerically obtained kurtosis data. In the next
section 3.1.6, the development of possible fit ansätze from formula (3.42) is discussed.

3.1.6. Fitting to the Kurtosis

The last step of determining the value of the critical mass in lattice units is fitting the
kurtosis data obtained from the simulations to the finite size scaling formula, which was
derived in the last section 3.1.5. This section discusses several possible fit ansätze. It is
important to consider the constraints, entering the fit ansätze, and to reduce the number
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of degrees of freedom of the fit function. Beforehand, some important general aspects of
fitting, including terminology, have to be introduced. Also, the evaluation of the quality
of a fit is discussed. This will help to choose the best ones from several possible fits,
which differ in the fit ansatz and the selection of data points.

Some important terminology is introduced, concerning the procedure of fitting data
to a model function. The fitting data consists of M data points of the form pxi, yiq,
i “ 1, . . . ,M , where in principle, the xi and yi can be vector like. This data set shall be
modeled by a function fpxq, depending on N fit parameters aα, α “ 1, . . . , N . Conse-
quently, the modeled points pxi, fpxiqq are the counterparts to the data points pxi, yiq.
By tuning the fit parameters to specific values minimizing the χ2, it is ensured, that
theses sets are as close as possible. For the definition of the χ2, note that usually, the
data points come with error bars σi on the yi-values. The χ2 is given as

χ2
“

M
ÿ

i“1

ˆ

yi ´ fpxiq

σi

˙2

. (3.43)

Another important property of a fit is the number of degrees of freedom, depending on
the number of data points M and the number of fit parameters N . It is defined as

NDOF “M ´N. (3.44)

For the determination of the error of the fit parameters, NDOF has to be at least 2.
Their calculation depends on the determination of the covariance matrix U , which is an
N ˆN -matrix and, roughly speaking, a generalization of the variance for N dimensions.
Usually, the covariance matrix is returned by the fit algorithm as well as the results for
the fit parameters. The variance of the parameters aα is on the diagonal of U , thus
σ2
α “ Uαα and the result for the fit parameter is quoted as aα ˘ σα.
The demand for errors of the fit parameters, being as small as possible, already serves

as one criterion to evaluate a fit. However, there are two more quantities to evaluate
the quality of a fit. One is the χ2 per number of degrees of freedom, which will be
denoted as χ2

ndf “
χ2

NDOF
. For a good fit, χ2

ndf assumes values near 1, resulting from the

χ2 distributions for sufficiently large numbers of degrees of freedom. In this case, the
distribution approaches a normal distribution with a central value at NDOF . Considering
equation (3.43), values of χ2

ndf larger than 1 would mean a larger average deviation
yi´fpxiq than the average error on the data points σi. This implies, that the fit function
does not hit the data points well in the interval of one standard deviation, thus indicating
a bad fit in the sense, that it does not model the data points well. The other possibility
χ2
ndf , being smaller than 1, implies, that the average deviation of yi´fpxiq is smaller than

the average of σi. Consequently, the fit function models the data points more precisely
than it should be possible due to the fluctuations of the data points yi, being expressed
in σi. This can indicate an overfitting of the fit function, implying a bad quality of the
fit, which can be explained by considering different samples of the data points generated
by the same probability distribution. The fit would only model the sample of data points
accurately, on which it was performed, but not the other samples. Thus, for a good fit,
a χ2

ndf as close as possible to 1 is demanded.
Another quality measure of a fit is the Q parameter given by the following formula

Q “
1

ΓpNDOF {2q

ż 8

χ2{2

ypNDOF {2q´1e´ydy, (3.45)
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for which a derivation is found in the notes by P. Young [40]. Γpxq is the Euler gamma
function defined by

Γpxq “

ż 8

0

dttx´1e´t. (3.46)

This quantity Q gives the probability, that, for a certain fit, a different data set from
the same probability distribution could have occurred with a χ2 greater than or equal to
the value, being found initially. It is assumed, that the unknown probability distribution
generates the data points with a Gaussian noise. Therefore, the range of Q is r0, 1s, with
0.5 being optimal for a good fit. This can be explained as follows. A quality close to 1
amounts to a huge probability of a larger χ2 on a different sample of the data for one fit.
This implies, that the fit would not model the different samples as good as the sample,
on which it was performed, also indicating a form of overfitting. On the other hand, a
quality close to 0 means a larger probability for a smaller χ2 with respect to a different set
of data points. With regards to the minimizing procedure of the χ2, the fit parameters
don’t really minimize the χ2, because smaller values for the χ2 on different samples of
the data points are very likely. Therefore, small values of Q imply meaningless values of
the fit parameters.

To gain insight in the development of possible fit ansätze, the finite size scaling formula
of the kurtosis (3.42) is considered again. However, taking a step backwards, this formula
is expressed without the Taylor expansion in the first term. The correction term is left
unchanged and for convenience, the scaling variable is abbreviated as

x “

ˆ

1

m
´

1

mc

˙

N
1
ν
s , (3.47)

where mc is a fit parameter. The first term in formula (3.42) is written as a function
of the scaling variable x: F pxq. Omitting the Taylor expansion, the resulting general
kurtosis fit function is

B4pxq “ F pxqp1` CNyt´yh
s q, (3.48)

where the function F pxq has to be expanded in some specific form of a function and
higher orders of the correction term are neglected. The correction term does not play
a role in the following discussion about the form of F pxq. However, there is always the
option to turn it on or off by either using C as a fit parameter or setting it to zero.

It is useful to develop an imagination of the course of the kurtosis at βc in the vicinity
of mc for different volumes Ns. A schematic illustration of the expected finite size scaling
of the kurtosis at the Z2 critical point is shown in figure 3.3. All kurtosis lines for different
volumes share the same crossing point at the critical mass, where the kurtosis assumes
the value from the Ising 3D universality class B4p8, Z2q in the infinite volume limit. For
inverse masses different from the inverse critical mass, the transition either turns into
a crossover or a first order phase transition. Hence, the kurtosis in the infinite volume
assumes either B4p8, COq “ 3 for a crossover or B4p8, 1.Oq “ 1 for a first order PT.
The values of the kurtosis at βc in the infinite volume limit correspond to the values
shown in table 3.1. The course of the kurtosis for finite volumes should strive towards
the infinite volume kurtosis values for inverse masses, that are sufficiently far from the
critical point.

The straightest idea to represent F pxq in a specific form is the use of polynomials of
degree N to approximate the function F pxq, which is equivalent with a Taylor expansion
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Figure 3.3.: Modeled course of the kurtosis at βc for different volumes N
piq
s as a function

of the inverse mass, showing the finite size scaling schematically. Here, the
kurtosis of a purely magnetization like observable is shown, resulting in a
common crossing point at 1{m“1{mc and B4p8, Z2q.

to O
`

xN
˘

. Hence, the resulting formula is

F pxq « a0 `

N
ÿ

n“1

anx
n, (3.49)

where the an are the additional fit parameters. At the critical point, the scaling variable
becomes 0 and as presented in table 3.1, the value of the kurtosis in the infinite volume
limit at the critical point is known. Since F px “ 0q assumes the same value for every
volume, meaning, that the curves of F for different volumes Ns have a crossing at x “ 0,

F p0q “ a0 “ B4p8, Z2q (3.50)

follows. This determines one parameter of the fit ansatz. Hence, the resulting polynomial
ansatz for F pxq is

FP pxq “ B4p8, Z2q `

N
ÿ

n“1

anx
n, (3.51)

with N fit parameters an. It is necessary to restrict the fit parameters to sensible ranges
to prohibit oscillations of the fit function, for example. A monotonically increasing or
decreasing course of the fit function has to be ensured.

If a polynomial fit ansatz fails to fit the kurtosis points around the critical point
accurately, another suitable form of the function F pxq has to be found. One example for
a polynomial fit ansatz being insufficient, is the case of kurtosis points being located in
the asymptotic region of the expected course of the kurtosis (see figure 3.3). This might
happen, if the simulated masses are too far from the critical mass, such that the values
almost assume the expected kurtosis values in the infinite volume limit in the crossover
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or first order regime. Another possibility is a sufficiently large aspect ratio of some of
the simulated points, leading to kurtosis values in the vicinity of the asymptotes, despite
being close to the critical mass.

If these points, which the polynomial ansatz hardly catches for a good fit, can not
be excluded, other fit functions have to be found, modeling the course of the kurtosis
values also in the asymptotic regions far from the critical point. These functions are
required to be monotonically increasing or decreasing and to fulfill the constraint, that
F p0q “ B4p8, Z2q. Additionally, the constraints from the asymptotes for kurtosis values
far from the critical point shall be reflected in these functions. These constraints can be
written as

F p8q “ B4p8, PTrq (3.52)

F p´8q “ B4p8, PTlq, (3.53)

where the abbreviations PTr and PTl represent the type of phase transition on the right
and on the left side of the critical point, respectively. Here, these transitions are either
the crossover (CO) or the first order phase transition (1.PT ). The notation and the
numerical values are shown in table 3.1.

These constraints lead to considering suitable functions in the class of sigmoidal func-
tions, because they exhibit constant asymptotes, as the argument either tends towards
´8 or 8 and they are monotonically increasing or decreasing. Due to the asymmetry of
the crossing point of the curves with different volume Ns, only the functions accounting
for this symmetry are considered for modeling the function F pxq. In the following, two
possible candidates will be considered, namely the generalized logistic function and the
Gompertz function. The general form of the generalized logistic function is

FGLpxq “ L`
R ´ L

p1`Qe´rxqA
, (3.54)

where the parameters L,R,Q, r, A can be partially determined by the introduced con-
straints or serve as fit parameters. The constraints are applied to this form of the function
in appendix B.2. The result is given here as

FGLpxq “ B4p1.O,8q `
B4pCO,8q ´B4p1.O,8q

„

1`

ˆ

”

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

ı
1
a
´ 1

˙

¨ expp´rxq

a , (3.55)

where r and a are fit parameters. A flipped version of this formula, which is mathemat-
ically different from formula (3.55), is obtained by setting r Ñ ´r and interchanging
B4pCO,8q and B4p1.O,8q, wherever they occur. In appendix B.2, different possible
parametrizations of this formula are shown.

In general, the Gompertz function [19] has the form

FGpxq “ L`R exp
`

´Be´sx
˘

, (3.56)

where again the parameters L,R,B, s are either fitting parameters or to be determined
by the given constraints. The result of the kurtosis fitting function is found in appendix
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B.3, being shown here as

FGpxq “ B4p1.O,8q ` pB4pCO,8q ´B4p1.O,8qq exp

¨

˝´

ln
´

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

¯

exppsxq

˛

‚.

(3.57)
The only fit parameter is s and a flipped version can be obtained similarly, as described
above, with the difference sÑ ´s.

All these fit ansätze can be combined with the correction term from equation (3.48)
and by fitting them to numerically obtained kurtosis data, the critical mass can be
extracted as a fit parameter. In these formulas, mc hides in the scaling variable x as well
as the volume dependency of these fit functions. The fit ansätze can only be evaluated
in combination with a kurtosis data set, which will be subject of section 4.3.

3.2. Numerical Tools

This section provides information about conducting the simulations and about the nu-
merical tools used to process and analyze the data. These explanations are not detailed,
but important references are given to enable the reconstruction of the data processing.
In section 3.2.1, a brief overview over the software CL2QCD is given, which is used to
produce the configurations. BaHaMAS is used to submit and monitor the simulations,
as described in section 3.2.2. In section 3.2.3, a brief overview over the tool to analyze
the data, named PLASMA, is given. The mass measurement and scale setting tools are
discussed in section 3.2.4.

3.2.1. CL2QCD

All the Monte Carlo simulations for this master’s thesis were performed with the lattice
QCD code CL2QCD. This program was developed in the group of Prof. Owe Philipsen
and a first publication about it was published in 2011 [28]. The code is online available
on the Gitlab page of the Institute of Theoretical Physics of the university of Frankfurt.
https://gitlab.itp.uni-frankfurt.de/lattice-qcd/ag-philipsen/cl2qcd.

CL2QCD is based on OpenCL, which is a standard for parallel programming, allowing
the code to be run on CPUs or GPUs. The possibility to run the code on GPU is
beneficial compared to code running on CPUs only. Some examples are the lower cost
of acquisition per performance of GPUs and a better energy efficiency. The evaluation
of exemplary GPU hardware with respect to these measures using CL2QCD has been
investigated in [3]. Another important aspect is the better performance of GPUs for
lattice QCD calculations in general. The reason is, that lattice QCD calculations are
memory bandwidth limited and GPUs offer a comparatively high memory bandwidth
[27].

The features of CL2QCD are the production of gauge configurations using different
algorithms and the measurement of fermionic and gauge observables. The initial ex-
ecutables were su3heatbath for the generation of gauge fields for SUp3q pure gauge
theory, hmc for the generation of gauge fields for Nf“2 twisted mass Wilson fermions,
inverter for the measurement of fermionic observables on given gauge configurations

43

https://gitlab.itp.uni-frankfurt.de/lattice-qcd/ag-philipsen/cl2qcd


3. Numerical Aspects of Phase Transitions in LQCD

and gaugeobservables for the measurement of gauge observables on given gauge config-
urations. Later, after staggered fermions had been added to the code and the Rational
Hybrid Monte Carlo (RHMC) algorithm had been implemented, a new executable rhmc

was added, which produces gauge configurations for staggered fermions [27]. An overview
of the implementation of the RHMC algorithm for staggered fermions can be found in
[34]. For this thesis, only the executables rhmc for the production of the gauge configu-
rations and inverter for the measurement of pion masses were used.

The simulations, using CL2QCD, were conducted on the Lattice Computer for Scien-
tific Computing (L-CSC) cluster at the GSI in Darmstadt on a partition with GPU-nodes,
each consisting of AMD GPUs. For this thesis, only the GPUs of type FirePro S9150
with a Hawaii chip were used, where four of them build up one node. Further information
about the L-CSC cluster can be found in [30]. On L-CSC, the simulations are handled
by the program BaHaMAS, which simplifies to submit and monitor the simulations. The
following section 3.2.2 contains a brief overview of some use cases of BaHaMAS.

3.2.2. BaHaMAS

As BaHaMAS played an important role in the everyday-work to handle the Monte Carlo
simulations of this master’s thesis, a brief description of this tool is given and some
use cases are shown to get an insight in the efficient operation of CL2QCD by Ba-
HaMAS. More information about BaHaMAS can be found in [33] and in the wiki associ-
ated to the publicly available Git repository https://gitlab.itp.uni-frankfurt.de/

lattice-qcd/ag-philipsen/BaHaMAS.

The requirement of a huge number of Monte Carlo simulations is characteristic to
thermal lattice QCD projects. Running them at the same time and monitoring them,
requires a tool to save time and effort. This program BaHaMAS, mainly developed by
Alessandro Sciarra, fulfills these requirements. In the following, only the most important
features are described.

BaHaMAS is written in bash and can be operated via the command line. Currently,
the cluster scheduler slurm and the lattice QCD codes openQCD and CL2QCD are
supported. One important feature is the submission of jobs to run the simulations,
either starting a new one, doing the thermalization or continuing a simulation. As an
example, Monte Carlo simulations are continued with the command BaHaMAS continue

and some optional command line options. Subsequently, BaHaMAS evaluates a betas

file, containing information like the β and seed values. On the basis of this information
and meaningful directory names, it produces a job script and an input file for CL2QCD
to submit the simulation with the job scheduler on the cluster. Another important
feature of BaHaMAS is the database functionality (BaHaMAS database), which helps a
lot to monitor the huge amount of simulations. For each simulation, the status and the
collected trajectories are shown. However, also quantities indicating the health of the
simulation are displayed, for example the acceptance rate or maxSpikeDS/s, which is
the maximum number of standard deviations from the mean of the Hamiltonian for any
trajectory. A large maxSpikeDS/s suggests that, at some trajectory, the numerical values
of the Hamiltonian are in a unreasonable range, often indicating a broken GPU. Hence,
BaHaMAS simplifies checking huge amounts of simulations for accurate calculations every
day.
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3.2.3. PLASMA

Having obtained the data from CL2QCD, an analysis of the data and if necessary a
reweighting of some observables has to be performed. For this purpose, PLASMA was
initially developed by Christopher Pinke, but since then, it was refactored and main-
tained by Francesca Cuteri and Alessandro Sciarra. The name PLASMA represents
Python Library for Automatized Statistics Management and Analysis. As the title
suggests, PLASMA contains more functionality than just analysis and reweighting, but
this overview will be limited to the two features analysis and reweighting, mainly used
in this thesis. Currently, PLASMA is not yet released, as a refactoring and updating
project by Alessandro Sciarra and David Palao is bringing the software to a new releasable
state. The new version will be available at https://gitlab.itp.uni-frankfurt.de/

lattice-qcd/ag-philipsen/plasma and some general information about PLASMA can
be found in the eponymous section of the AG Philipsen Workflow [32].

In the following, the usage of PLASMA is described in more detail, mainly to track
the data analysis and the reweighting for this thesis. In general, PLASMA is one main
python script with different modes, depending on the command line options passed to
the script. The observables are analyzed with the mode A and they are reweighted with
the mode r. The options to be used in both modes are:

• --analyzeWithJackknife: This option performs the jackknife of the specified ob-
servables according to section 3.1.2.

• --analyzeSingleChains: Using this option, not only the merged chains, but also
the single chains for one specific β, are analyzed separately.

• --deactivatePlaq: This point also represents all the observables not being ana-
lyzed in this run of the analysis, in this case it is the plaquette.

In the following, the options, being used in combination with the reweighting mode, are:

• --doNotUseSimulatedPointsAsNewPoints: When using this option, the data
points, depending on β, which come from the pure analysis of the simulations, are
not taken into the end result of the interpolated data points. Only the reweighted
data points are taken into account.

• --newBetaRange specifies the range of the reweighting of the observables. Always,
the smallest and the largest simulated β values were used as standard values for
this range.

• --newPoints is the option, giving the number of points, for which the observables
are reweighted. The number, applied for thesis, depends on the formula

n “
βmax ´ βmin

0.0001
, (3.58)

thus, keeping the distance of the reweighted β-values constant at ∆β “ 0.0001.

Another important feature of PLASMA is the extraction of the critical beta from the
reweighted observables with the mode bC. Therefore, the skewness is analyzed for a zero-
crossing, implying, that the β-value, for which the skewness is closest to zero, is taken
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as the critical β. The corresponding kurtosis value can be extracted from the reweighted
kurtosis-data at the critical β with an extra bash-script. The result is a data file for one
specific Nτ , containing the kurtosis values at the critical β as a function of the spatial
extent Ns and the mass values. This file serves as input file for the fitting tool PFG (see
section 3.3).

3.2.4. Mass Measurement and Scale Setting Handling

As all the steps from the Monte Carlo simulations to the analysis of the observables and
the determination of the critical mass are conducted using lattice units, finally, these
quantities have to be expressed in physical units. The measurement of the pion mass is
required, as the quark mass from the simulations is a bare parameter. Additionally, the
scale setting determines the lattice spacing in physical units and thus all other lattice
unit quantities like the pion mass. The two tools used for these purposes are briefly
introduced here.

Starting with the measurement of the pion mass, the configurations are generated
with CL2QCD on a Nτ“32 and Ns“16 lattice, consistently. The quark correlators are
measured on these configurations, also using the CL2QCD software leading to eight
correlator files for each configuration. These correlator files can be used by a script called
massMeasurementHandler.sh to obtain the pion mass in lattice units. This script is a
wrapper around Matlab scripts, which perform the actual mass calculation. Beforehand,
the quark correlator files are converted to a suitable format to be used for the computation
of the specific correlators. There is the option to specify the type of meson, which is the
pseudo-scalar meson for measuring the pion mass in this case. As a last step, the pion
mass is extracted from the plateau of the effective mass vs. nt P r0, Nτ{2 ´ 1s plot by
using a fit. A fit range has to be specified, spanning the flat region of the plateau. The
errors are calculated using a Matlab code by Ulli Wolff [39].

Having obtained the pion mass in lattice units, it has to be converted to physical
units as well as other quantities like the temperature. For the scale setting, the same
configurations as for the pion mass measurement are used. As the external scale setting
code relies on a different format of the configurations, they are converted correspond-
ingly beforehand. The conversion and scale setting are handled together within a script
called scaleSettingHandler.sh and optionally another one called ProduceJobToRun-

scaleSettingHandler.sh. The latter one is designed to run the scale setting on a
super computer as it takes a considerably large amount of computational time. Having
converted the configuration files to the nersc format, the Wilson flow [23] is evalu-
ated on each configuration by the external wilson flow code, which is written in C
[6]. Using the Wilson flows, the quantity w0 is calculated in lattice units, which al-
lows to convert the temperature and the pion mass to physical units with the script
scaleSettingHandler.sh.

3.3. Python Fitting GUI

One of the main goals of this thesis was the development of a tool to easily produce
many different fits. The file, containing the kurtosis values at the critical βs is given as
input file. The results of the fit, namely the resulting fit parameters and some quality
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measures, have to be displayed. Additionally, the plot of the fit on top of the used data
points has to be shown.

It turned out, that Python is the programming language for this project for several
reasons. In the beginning of this project, the author was already familiar with program-
ming in Python. Another reason is the large pool of libraries in Python, allowing easy
plotting and fitting, for example. In general, Python is well suited for data analysis
projects.

Additionally, it was decided to develop this program as a graphical user interface
(GUI). Exemplary advantages are the handy performing of different fits by clicking and
at the same time viewing the result as a plot. A drawback is, that it cannot be operated
and therefore automatized from the command line. However, this seems not to be a big
problem, since the fitting of the kurtosis is the last step in obtaining a critical mass and
a monitoring of the fits by eye is always mandatory.

In this section, the program will be explained in more detail, as the PFG is described
here for the first time. First, a brief motivation for the need of a completely new program
is given, outlining the abstract features, the GUI should be capable of. Subsequently, an
overview over the structure of the code of the program is described, including the most
important implementation details. Thereafter, the available fit functions are presented
and their use is explained. In the end, it has to be justified, that the fitting results are
correct. Hence, some tests with sample data have been conducted and compared to a
different fitting tool.

The program is not publicly available, but for members of the Institute of Theo-
retical Physics (ITP) at the University of Frankfurt, the code can be accessed in the
Gitlab repository of the ITP, following the link https://gitlab.itp.uni-frankfurt.

de/lattice-qcd/ag-philipsen/python-fitting-gui. An incomplete wiki is affiliated
to this Gitlab repository, but it only contains a page about the available fit functions.

3.3.1. Motivation

As already a script in gnuplot to perform kurtosis fits existed, it is necessary to motivate
the implementation of a completely new fitting program. The gnuplot script is operated
by giving command line options, specifying the fit function. Different sets of data points
can be selected by commenting out the corresponding lines in the file of the kurtosis
values at the critical β. This is time consuming, whenever the selection of the data
points or the choice of the fit function is changed.

Therefore, the idea was to concentrate the selection of the data points, the choice of
the fit function and the fit result as well as the plot of the fit into one window. A further
improvement is the availability of buttons, check boxes and similar elements in a GUI.
A click selects a data point and checking a checkbox modifies the fit function. As a GUI
allows extending the functionality of these basic features of fitting and plotting, some
useful additional features should be integrated into the new program. As many different
possible fits exist, regarding the selection of data points and the choice of the fit function,
it is beneficial to compare fits and therefore save them in the GUI, allowing access to the
results and to replot the corresponding fit. Also, a graphical comparison of the values
being obtained by different fits should be possible. The resulting fit parameters are
compared in a stability plot. Some minor goals were the possibility to modify the plot
and the presentation of the fit results supported by colors (i.e. the quality measures of
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the fit). This seems to be a less important feature, but time is saved when evaluating
the fits.

On the side of the code, the goal was the implementation of a program with a well
readable and well structured object-oriented code in Python, following PEP 8, the style
guide for Python code [31]. Another important goal for the code was the possibility
of easily extending and generalizing it. Especially, the possibility to implement new
fit functions in a simple way, without interfering in many parts of the code, was an
important goal. The simplification of implementing new fit functions has progressed,
but the current solution is not optimal. Another subtle goal is the sensible handling
of undefined or erroneous user input as well as the handling of internal errors of the
program. The search for and the localization of as many cases as possible, where errors
can occur, are very delicate. Throughout the development of the GUI, the error handling
has improved, as the code was tested by a lot of trial and error. However, this cannot
guarantee the detection of all cases of errors and there still might be better solutions for
the handling of internal errors of the program.

3.3.2. Overview over the Structure

Python structures the code of programs by modules, which are files containing functions
and classes. The relations of the modules of the program Python Fitting GUI are shown
in figure 3.4. The kernel is the module fitting defining the fit functions and performing
the fitting. The module data io provides the functions and classes to read from the data
file with the kurtosis values and pass it to the fitting module. The results from the fitting
and the data points are passed to the module plotting. The code-wise largest module
gui displays the plot, the results and operational elements in a Qt5-window. There are
some minor modules (see right part of figure 3.4), also being discussed briefly in the
following. A paragraph is devoted for each other module, explaining the most important
properties. This detailed description of the program code also serves as a starting point
for users of the code, who want to manipulate the code for their specific use cases.

data io

As the name of this module suggests, it handles the input and output of the kurtosis
data. The kurtosis at the critical β for all the simulations is collected in a file of a certain
format. The data in this file has to be arranged in columns containing the mass, the
volume, the kurtosis and its error with a suiting header. Currently, either mass or k

(for κ) are supported as header for the mass with Staggered fermions or the hopping
parameter with Wilson fermions, respectively. The basic class DataContainer processes
this input file. When instantiating, it takes the filename as argument and having loaded
the data, it provides several methods to easily access the kurtosis data. Another method
exports the data and saves it in a file. This class does not only handle the data input
and output, but also instantiates the dynamic objects, storing the state of selected and
unselected data points. An important external module being used by this class is numpy,
which is publicly available and can be found at https://numpy.org/. It contains many
mathematical functions and classes, which are used in the PFG.
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Figure 3.4.: Flow chart of the structure of the PFG modules, indicating the dependence
of the main modules and showing the minor ones on the right side.

fitting

The fitting procedure is divided into two separate parts. One part only considers the
definition and handling of the fit functions. This includes the creation of a Python
function, being handed over to the function, that performs the actual fit. In this part, also
constants and fit parameters are defined, including LATEX-code describing the complete
fit formula. The other part only considers the fitting process. A class for a Fit-object is
implemented, which takes a fit function as argument and performs the fit on the given
data.

The base class FitFunction only serves as an example for the definition of new fit
functions and is not applied for fitting to data in this project. One important method
to be reimplemented, when inheriting from this class, is create fit function(self).
This method defines the function, being used in the class Fit as actual fit function. It
also returns the created fit function, becoming an attribute of the object FitFunction.
Additionally, some methods exist to define the names of the fit parameters and the
constants used in the fit formula. The fit formula has to be a string in LATEX-code to
be compiled and displayed as an image by the other modules of the PFG. Still, some
delicate details have not been mentioned, especially considering the specific kurtosis fit
functions, but it is left to the interested reader to look at the code.

The second part of the module fitting is the class Fit. It takes an object of the
type FitFunction and the kurtosis data, which is an object of the type DataContainer,
as arguments. The following code snippet shows the definition of this class and the
beginning of the init -method, indicating, that the data and the fit function of a
certain fit can always be accessed through the attributes of this object of type Fit.
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1 class Fit:

2 """ This class can instantiate a fit object which fits the kurtosis

data given by the data argument to the fit

3 function given by the fit_function argument."""

4 def __init__(self , data: data_io.DataContainer , fit_function:

FitFunction):

5 self.data = data

6 self.fit_function = fit_function

The most important method of the class Fit is the function fit(self), which actually
performs the fit. There, all the fit options, being set before by various other methods of
this class, are handed over to the curve fit-function from the external scipy-module.
scipy is a library for fundamental scientific computing and is publicly available at https:
//www.scipy.org/. An article about scipy [36] focuses on the capabilities of scipy

and some development practices. However, the specific documentation of the function
curve fit from the module fitting can be found at https://docs.scipy.org/doc/

scipy/reference/generated/scipy.optimize.curve_fit.html. The code fragment,
where curve fit is employed, is shown for a more detailed examination of the function
curve fit.

1 p, cm = curve_fit(self.fit_function.function , self._masses_nss ,

2 self._kurtosis , sigma=self._kurtosis_error , absolute_sigma=True ,

3 p0=self._initial_parameters , bounds=self._boundaries ,

4 method=self._fit_method)

The return values of the function curve fit are the fitted parameters p and the co-
variance matrix cm. curve fit takes the fit function as first argument. An array
self. masses nss combining the mass and volume data is handed over to the func-
tion, after which the corresponding kurtosis values also enter the function as an array.
Additionally, there is the option to specify the absolute error on the kurtosis data with
the keyword sigma and setting the keyword absolute sigma to True. The keyword p0

takes an array with the initial values for the optimization of the fit parameters. Some
optimization algorithms, being specified by the keyword method, can use boundaries
(bounds) on the fit parameters to restrict the fit range. More details, concerning these
options, are given in the documentation cited above. The values of these options have
to be set before executing the function fit(self) of a Fit object by calling the corre-
sponding methods.

All the fit results can be derived from the parameters p and the covariance matrix
cm. How these results (e.g. errors on the parameters, quality, etc.) are obtained, is not
discussed here, but the source code is referenced, which contains methods of the class
Fit for every relevant quantity.

plotting

The next important issue is visualizing the results of the fit by plotting the fit function
along with the corresponding data. This module plotting relies on the external library
matplotlib, also being publicly available at https://matplotlib.org/. matplotlib

is a Python library to visualize data in all facets and as a further-reading, an article by
the lead developer of matplotlib, John Hunter, is cited [20].
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The base structure of this module are functions, plotting the data, the fit or the title
to an Axes object of the matplotlib library. The Axes object can be described as a
coordinate system within a figure, which can be shown or exported as a PDF file. These
plotting functions take the data, the fit or information about the plot title as arguments.
The arguments are processed in the body of these functions to obtain a nice visualization
of the data and the fits. Details of the appearance can be tuned by the user of these
functions, but this brief overview of the module plotting does not cover this aspect.

gui

The module gui unites the functionality of the previously described modules into a
graphical user interface (GUI). The GUI is implemented by using the external library
Pyside2, which provides access to the Qt5 framework. Qt5 is a cross-platform toolkit
for development of GUIs written in C++. This is, why Pyside2 is a Python binding of
Qt5, thus allowing Python to use the original Qt code. The wiki pages can be found at
https://wiki.qt.io/Qt_for_Python and Pyside2 is publicly available under the GNU
general public license.

The details of implementing the GUI of this fitting tool, concerning the handling of user
input and the design of the layout of the application, are more complicated. Covering this
would go beyond the scope of this thesis. Instead, the appearance and the operational
elements of the GUI are explained. Additionally, it is discussed in what extent some of
the goals from section 3.3.1 could already be achieved.

The main window of the PFG is shown in figure 3.5. The numbered frames have been
included to simplify the description of the different elements of the layout of the PFG.
1 labels the plotting area, showing the kurtosis B4 as a function of the inverse mass
1
m

(m in lattice units). The dots with error bar visualize the simulated data points and
the solid lines represent the fit function. The different volumes Ns are represented by
different colors and the translucent points in the plot are data points, which were not
included in the fit. The points in this plot are shifted horizontally around their actual
value to allow a better distinction of different volumes and to avoid overlapping points
with the same mass value. In frame 2 , the fit results are displayed below the plotting
area. The fit formula of the currently plotted fit is displayed on top. The lower left box
gives the values of the fixed constants, being used in the fit formula. In the middle, the
results of the fit parameters are given, including the errors in brackets. In the right box,
the measures concerning the quality of the fit are displayed. This includes the number of
degrees of freedom ndf , the χ2 per number of degrees of freedom and the Q parameter.
The colors of the χ2

ndf and Q indicate the distance of the current values to the optimal
values χ2

ndf,opt. “ 1 and Qopt. “ 0.5. Green is very close and over yellow and orange the
values recede from the optimal ones, arriving at red indicating a huge distance to the
optimal values. In frame 3 , the control elements to adjust the fit form, the fit options
and some plot options are shown. The fit form consists of one base function, choosing
either the polynomial fit, the general logistic fit or the Gompertz fit and the possibility of
adding the correction term. The details of the implemented fit functions will be described
in section 3.3.3. The fit options can be modified in another tab, which are highly related
to the options, being passed to the function curve fit(), as described in fitting. The
plot options allow to modify the plot, being shown in the plotting area. As an example,
the small horizontal shift can be turned on and off on this tab. Below these tabs, several
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buttons induce the execution of some actions. The Plot data button only plots the data
points without the fit function. The Export data exports the data into a data file of the
same format as the input data file. Additionally, it adopts the selection of data points by
commenting out the corresponding lines. The Plot fit button plots the fit and the data
points to the plotting area, depending on the choices from the tabs and the selection of
data points. The Save fit button saves the currently displayed fit into the table of the
saved fits in frame 5 . The last button Plot stability also uses the plotting area to plot
one or two columns of the saved fits table. Therefore, the columns have to be selected
before by clicking on the headers of the columns of the saved fits table. In frame 4 ,
the table of the data points is shown, where each row stands for one volume Ns and
each column for one mass value. The kurtosis value with the error in brackets is shown
inside the cells. Clicking on these cells selects or deselects that specific data point. A
green background indicates a selected data point, whereas a grey background indicates
a deselected data point. A white cell indicates a non-existing combination of volume
and mass in the data. In frame 5 , the saved fits are shown in a table, where each line
represents one saved fit. The columns on the left contain the values of the fit parameters,
if they exist for that type of fit. The number of degrees of freedom, the χ2 per degree of
freedom and the Q parameter are displayed in the next columns, adopting the same color
scheme from the display of the fit results. Furthermore, there is the possibility to delete
each saved fit, removing the corresponding line in the table. The fit can be replotted to
the plotting area and the control elements (check boxes, radio buttons, etc.) in the tabs
as well as the table of the data points are adjusted to the status of the saved fit. Finally,
in frame 6 , a rudimentary menu is displayed, containing some self-explaining actions
related to keyboard shortcuts. Some buttons from the matplotlib back-end for Pyside2
are placed underneath, allowing an elementary configuration of the figure, containing the
plot. There, the figure can be saved to a file.

The goal of an easy switching between different fit function has been achieved, as be-
comes apparent in frame 3 . All possible combinations of fit parameters can be adjusted
by just clicking on check boxes or radio buttons. One drawback still is, that the variety
of fit functions is restricted to the ones, being implemented in the source code. One im-
provement would be to allow user input of own fit functions. The table of the data points
in frame 4 shows the simple selection and deselection of data points. Additionally, the
used data points can be seen. Two more goals are fulfilled by the saved fits table. First,
this offers the possibility to replot several fits and compare them. Secondly, a stability
plot can be performed, allowing a graphical comparison of the fit parameters of different
fits. This gives a good overview over the fits and allows a profound evaluation. By closing
the program PFG, the saved fits are lost and currently, there is no possibility to save
these fits to a file and reload them later or in an external session of the program. This
improvement would allow to prepare a fit analysis of a data set and present it to or share
it with other researchers. This feature remains a goal of the future.

This concludes the description of the main window of the GUI. Some details have not
been explained, however, the mostly self-explanatory elements are an advantage of GUIs.
Examples are warning or error messages, which pop up at an occurrence of an error. The
displayed message is sufficient for the user to understand and avoid the problem.
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colors, error notation, exceptions, text latex

These are all essential modules for the program, but they are of minor importance for
the process of fitting and analyzing the fits. Thus, for completeness, a brief description is
given for all of them. The colors module handles the display of the correct colors in the
plot and the quality measures of the fit. The module error notation implements the
representation of the correct errors for all quantities having errors. The values of those
quantities are rounded and the corresponding error is displayed in brackets. To handle
program internal errors, the module exceptions contains specific exception classes. The
last module text latex contains functions, which produce the tex-files for the fit results
box. Subsequently, these tex files are compiled with pdflatex and the pdf version is
converted to a png image, which is displayed in the GUI.

3.3.3. Available Fit Functions

This section gives an overview over the currently available fit functions and relates the
possible choices in the fit form tab (see figure 3.6) to formulas. The formulas are derived in
appendix B. In the following, the formulas are presented, being the result of a particular
combination of selected check boxes and radio buttons

Figure 3.6.: The fit form tab, showing all available fit functions. The detailed description
and the corresponding formulas are given in the text of section 3.3.3 and in
appendix B.

As an overall principle, the implemented kurtosis fit functions all have the general form

B4pm,Nsq “ F pm,Nsq ¨ CpNsq, (3.59)

where F pm,Nsq is a model function for F pxq in the formula (3.48) and CpNsq is the
correction term function. The radio buttons Polynomial Fit, General Logistic Fit and
Gompertz Fit select one of these functions to model F pxq. Thus, the selection of these
functions is exclusive and a selection of one of them is mandatory. The correction terms
CpNsq can be switched on with the first check box, as this enables the possibility to
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switch on the coefficients of the Taylor expansion of the correction terms. Currently,
only the first order is implemented, being denoted by b. A deselection of the correction
terms implies CpNsq “ 1. If b is selected,

CpNsq “ 1` bNyt´yh
s , (3.60)

where yh, yt are the critical exponents introduced in section 2.1.2.
In the following, only the model functions F pm,Nsq “ F pxq are considered. They can

also be written as functions of the scaling variable x, as shown in equation (3.47). The
basic formula of the Polynomial Fit is

FP pxq “ B4pZ2,8q `
ÿ

nPM

anx
n, (3.61)

where M is a subset of t1, 2, 3, 4, 5u. Consequently, any combination of the coefficients
an can enter the fit formula by selecting the corresponding check boxes. Checking the
Rescale check box, multiplies the sum in equation (3.61) with a factor Rpxq, leading to

F 1P pxq “ B4pZ2,8q `Rpxq
ÿ

nPM

anx
n. (3.62)

Rpxq can be expressed, using the Heaviside step function Θpxq,

Rpxq “ 1` pf ´ 1qΘpxq, (3.63)

where f “ 0.4327. A motivation for this rescaling term can be found in appendix B.1.
Having selected the General Logistic Fit, one of the 4 types of the general logistic fit

functions has to be selected. The first one allows to manually choose the asymmetry
parameter a of the generalized logistic function

FGL,12pxq “ B4p1.O,8q `
B4pCO,8q ´B4p1.O,8q

„

1`

ˆ

´

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

¯
1
a
´ 1

˙

¨ exp pr ¨ xq

a . (3.64)

The fit parameter r is the growth rate. The Flip check box interchanges the two constants
B4p1.O,8q and B4pCO,8q. Additionally it adds a minus sign in front of r. Thus, the
result is

F f
GL,12pxq “ B4pCO,8q `

B4p1.O,8q ´B4pCO,8q
„

1`

ˆ

´

B4p1.O,8q´B4pCO,8q
B4pZ2,8q´B4pCO,8q

¯
1
a
´ 1

˙

¨ exp p´r ¨ xq

a , (3.65)

where the flip is shown once, as the flipped formula will be omitted for the other types of
the General Logistic Fit and the Gompertz Fit. The second type of the General Logistic
Fit is expressed with the same formula as type 1, but the asymmetry parameter a turns
into a fit parameter as well.

For the third type, the same basic generalized logistic function was used to derive the
fit formula, but the constraints were used differently to eliminate a and to keep q. This
might make a difference in the numerical fitting process. The resulting formula is

FGL,3pxq “ B4p1.O,8q `
B4pCO,8q ´B4p1.O,8q

r1` q ¨ exp pr ¨ xqs
log

´

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

¯

log´1p1`qq
, (3.66)
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where r and q are the fit parameters.
The fourth and last type of the General Logistic Fit is a linear combination of ex-

ponentials in the denominator to avoid the numerically difficult to handle asymmetry
parameter a. The formula is

FGL,4pxq “ B4p1.O,8q `
B4pCO,8q ´B4p1.O,8q

1` q ¨ exp pr1xq `
´´

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

¯

´ 1´ q
¯

¨ exp pr2xq
,

(3.67)
where r1, r2 and q are the fit parameters. In general, fitting to this formula is very
complicated due to the poles that may occur in the denominator. Actually, this fit
formula has never been used on kurtosis data to evaluate fit parameters like mc. This
type is only given here to show the complete set of implemented functions.

The Gompertz Fit cannot be varied, except for the Flip. The formula is

FGpxq “ B4p1.O,8q `
B4pCO,8q ´B4p1.O,8q

exp
”

ln
´

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

¯

¨ exp ps ¨ xq
ı , (3.68)

where s is the only fit parameter. The derivation of the explicit form of this fit function
is subject of appendix B.3.

3.3.4. Tests

It is always useful to test newly developed programs. Possible failures in displaying
the data and the fit and interaction problems of the GUI are not considered here, but
faulty fit results. The correctness of these values is very important, as the fit parameters
and the quality of the fit are used to draw physical conclusions. As a fitting script for
specific kurtosis fit functions already existed, it was decided to compare the results of
both programs to evaluate the correctness of the fitting procedure of the PFG. This is
also motivated by the difference of the numerical frameworks of both approaches. The
script BinderFitVSmass.sh uses the fit command of gnuplot, allowing multi-branch
fits. As already stated in section 3.3.2, the PFG uses the function curve fit from the
scipy-module.

Since the script BinderFitVSmass.sh is only capable of some specific fit functions,
only linear and cubic fits with and without correction term are compared, leading to four
different fit functions to test. The corresponding fit formulas are named and expressed
as follows:

linear
B4pm,Ns, |xLy|q Ñ B4pZ2,8q ` a1 ¨ pm´mcq ¨N

1
ν
s (3.69)

linear with correction

B4pm,Ns, |xLy|q Ñ
´

B4pZ2,8q ` a1 ¨ pm´mcq ¨N
1
ν
s

¯

¨
`

1` b ¨Nyt´yh
s

˘

(3.70)

cubic
B4pm,Ns, |xLy|q Ñ B4pZ2,8q `

ÿ

n“1,3

an ¨ pm´mcq
n
¨N

n
ν
s (3.71)
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cubic with correction

B4pm,Ns, |xLy|q Ñ

˜

B4pZ2,8q `
ÿ

n“1,3

an ¨ pm´mcq
n
¨N

n
ν
s

¸

¨
`

1` b ¨Nyt´yh
s

˘

(3.72)

The fits are compared for the scaling variable pm ´ mcqN
1{ν
s , instead of p1{m ´

1{mcqN
1{ν
s , because this is the only mass dependent scaling variable, for which the script

BinderFitVSmass.sh can perform fits. This is not a problem at this point, because the
results are not of physical interest here. The mass m is given in lattice units. The tests
are performed for one data set of kurtosis values for Nf“2 staggered fermion simulations
at Nτ“8 and µi“0. The used numerical data is provided in appendix C in table C.1.
To increase the test cases and the possibility to hit an exceptional case of a failure of
the fitting, three subsets of this data set are built and tested for all four different fit
functions. The three different subsets of the complete data set of kurtosis points can be
described as follows:

data set 1 All data points are included in the fits

data set 2 The data points with Ns“32 and am“1.15 are excluded.

data set 3 The two smallest volumes Ns“32, 40 are excluded from the fits.

For all tests, the initial values for the fit parameters were set to 1, for the PFG and the
script. As the fit function of gnuplot always employs the Levenberg-Marquard algorithm
for finding the optimal fit parameters, this option was also chosen in the PFG.

range of δ color
r10´6, 10´5q blue
r10´5, 10´4q green
r10´4, 10´3q yellow
r10´3, 10´2q orange
r10´2, 10´1q red

Table 3.2.: Colors in ta-
bles C.2, C.4,
3.3, C.5

The results of the fit parameters and its errors and the χ2
ndf

are compared, omitting the Q parameter, as it only depends
on the number of degrees of freedom ndf and on χ2

ndf . It was
decided to compare 6 relevant digits, as this is much more
precise than the typical errors of the parameters. Some de-
viations of both programs can be found with this precision,
as can be seen in table 3.3. It shows the test results for the
cubic kurtosis fits. This comparison is used as an illustrative
example of the occurrence of deviations. The other tables,
comparing fit results of the remaining fit functions, can be
found in appendix C. Some numbers in these tables show up
with less than 6 digits implying, that the missing relevant dig-
its are trailing zeros, which are cut off. For a better visualization, the deviations have
been marked according to a color scheme. If no color is applied to a cell, there is no
deviation of the result from the PFG xPFG to the result of the script xS within the 6
relevant digits. The deviations δ are determined by δ “ |1´xPFG{xS| and table 3.2 gives
the color scheme. The color, corresponding to the larger deviation in a cell, either of the
fit parameter or its error, is applied to that cell.

The results of the comparison of the test data are briefly discussed here. First, the lin-
ear fits do not exhibit any deviations. The linear fit with correction term also shows only
very occasional and very small deviations. Bigger deviations start to rise with the cubic
fit, where deviations in the range of 10´4 to 10´2 are found in the fit parameters. Even
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program mc ˘∆mc a1 ˘∆a1 a3 ˘∆a3 χ2
ndf

data
set 1

PFG 1.00987 ˘

0.0505843
´0.000990514 ˘

0.000268658
´7.53625 ¨ 10´9 ˘

3.54622 ¨ 10´9
3.9358

Script 1.00882 ˘

0.0502655
´0.000994701 ˘

0.000268509
´7.54742 ¨ 10´9 ˘

3.56071 ¨ 10´9
3.93585

data
set 2

PFG 0.817362 ˘

0.0487578
´0.000894939 ˘

0.000494623
´3.75045 ¨ 10´8 ˘

1.52875 ¨ 10´8
1.12099

Script 0.817425 ˘

0.0487703
´0.000894948 ˘

0.000494983
´3.74854 ¨ 10´8 ˘

1.52821 ¨ 10´8
1.12099

data
set 3

PFG 0.886779 ˘

0.036425
0.000151856 ˘

0.000398336
´3.39107 ¨ 10´8 ˘

1.11687 ¨ 10´8
0.848554

Script 0.886762 ˘

0.0364099
0.000151941 ˘

0.000397994
´3.3915 ¨ 10´8 ˘

1.11699 ¨ 10´8
0.848554

Table 3.3.: comparison of the fit results for the cubic kurtosis fit

larger deviations up to δ “ 10´1 occur with the cubic fit with correction term. The devi-
ations mainly affect the fit parameters, lesser the χ2

ndf . A trend becomes apparent: The
results of the fit parameters are becoming prone to deviations, the more non-linearities
the fit ansatz contains. Even the correction term, being multiplied with the polynomial,
implies a non-linearity for the fit function. As Young [40] points out, the covariance ma-
trix for a non-linear model is not a constant as for a linear model. This has an implication
on the numerical determination of the error of the fit parameters. Non-linearities in the
fit function might also have an effect on the numerical minimization process of the χ2.
However, finding the differences of the fitting process of the script BinderFitVSmass.sh
and the PFG is not the goal of this section. It can just be observed, that overall, the
results of both programs coincide well, but deviations are becoming worse for non-linear
fit functions. Therefore, the user of the PFG is encouraged to pay attention, when using
non-linear fit functions. Especially the generalized logistic and the Gompertz fit func-
tions, which have not been compared to a different program yet, have to be used with
care. A possible way to examine the obtained fit results within the PFG is changing
the minimization algorithm in the Fit options tab of the PFG. Additionally, the initial
values of the fit parameters can be altered to check, if the fit results are changing.
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Having introduced the theoretical background in the first two chapters and having dis-
cussed the numerical methods to analyze a phase transition on the lattice, the presen-
tation of the results from the simulations follows. This chapter is subdivided into four
sections. In the first section, an overview over the simulations is given, including infor-
mation on the simulation parameters and the statistics. The next section 4.2 reflects
on the obtained kurtosis points and covers important aspects of obtaining the kurtosis
values from the raw data. The crucial topic of how to find good fits from the numerous
possible fits is subject of the next section 4.3, also focusing on the comparison of the
different fit ansätze presented in section 3.1.6. Finally, results for the critical mass at
the Z2 point are presented in section 4.4, relating the results in lattice units to physical
units.

4.1. Overview over the Simulations

All of the simulations, generating the Markov chains, were performed on the high perfor-
mance computing GPU-cluster L-CSC using the lattice QCD code CL2QCD (see section
3.2.1). The executable rhmc was employed, generating trajectories according to the
rooted staggered fermion action with two tastes. The temporal extent of the lattice
is Nτ“8, thus achieving a similar lattice spacing for all simulations. For the follow-
ing simulation parameters, only the ranges are given, as the exact values can be seen
in table 4.1. This table also lists the combinations of various parameters, for which
simulations have been performed. For up to five different mass values in the range of
am P t0.35, 0.55, 0.75, 0.95, 1.15u, up to five different volumes have been simulated. The
volumes are multiples of Nτ , leading to integer valued aspect ratios t4, 5, 6, 7, 8u. For
most of the masses, the volumes Ns P t32, 40, 48, 56u have been simulated, but one larger
volume Ns“64 in the vicinity of the expected Z2 critical point has been added. For each
of the simulated volumes, 2 to 5 βs around the critical value of β have been selected.
The number of β values depends on the number of the needed guesses, to locate the
critical β region, and on the computational cost of the particular simulation. Sometimes,
additional β values have been inserted in the already existing range of the βs. This
turned out to be necessary, if the reweighting (see section 3.1.3) performed too poorly,
because of a just slim overlap of the histograms of the gauge actions. Subsequently, for
each β, a number of 4 separate Markov chains with different seeds have been simulated.
The number of the integrator steps of the 2MN integrator have been tuned to values,
such that the acceptance rates are in a range of 80% to 90%. The submission and mon-
itoring of the main part of the simulations were done by Alessandro Sciarra, only a few
simulations for the volumes Ns“56, 64 have been taken over by the author.

The β values, which were simulated for certain combinations of masses and volumes,
are shown in table 4.1. The cumulative number of trajectories is given next to the β
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masses am
0.35 0.55 0.75 0.95 1.15

β traj. β traj. β traj. β traj. β traj.
vo

lu
m

es
N
s

32

5.910 800 k 5.975 1200 k 6.005 1200 k 6.020 400 k
5.920 1200 k 5.980 1200 k 6.010 1200 k 6.025 800 k
5.930 1200 k 5.985 1200 k 6.015 1200 k 6.030 1200 k
5.940 800 k 5.990 1200 k 6.020 1200 k 6.035 800 k
- - - - - - 6.040 400 k

40

5.914 1000 k 5.977 800 k 6.010 1000 k 6.022 400 k 6.035 1200 k
5.920 1000 k 5.982 1000 k 6.014 1000 k 6.027 800 k 6.040 1200 k
5.926 1000 k 5.987 1000 k 6.018 1000 k 6.032 800 k 6.045 1200 k
5.932 1000 k 5.992 800 k 6.022 800 k 6.037 800 k - -
- - - - - - 6.042 400 k - -

48

5.918 800 k 5.981 1200 k 6.009 1200 k 6.027 200 k 6.038 1200 k
5.922 800 k 5.985 1200 k 6.012 1200 k 6.030 600 k 6.040 1200 k
5.926 800 k - - 6.015 1200 k 6.033 600 k 6.042 1200 k
- - - - 6.018 1200 k 6.036 600 k 6.044 1200 k

56

5.918 „760 k 5.981 1200 k 6.012 1200 k 6.030 1200 k 6.040 1200 k
5.921 „760 k 5.983 „1090 k 6.015 1200 k 6.033 1000 k 6.042 1200 k
5.924 „760 k 5.985 1200 k - - - - 6.044 1200 k
- - - - - - - - 6.046 1200 k

64
6.011 „680 k
6.013 „650 k
6.015 „670 k

Table 4.1.: Statistics and β values for the simulated combinations of masses am and
volumes Ns. Since four Markov chains have been produced for one β, the
number of trajectories (traj.), (k “ 103), is the cumulative number. Cells with
dashes indicate a lower number of βs, being simulated for this volume. Large
empty cells correspond to combinations of volumes and masses, for which no
simulations were performed. A „-sign signals, that these simulations are still
running and that the number of trajectories is an approximate one.

value, with one fourth of these trajectories being accumulated for each Markov chain.
A hard upper boundary of 300 k trajectories per chain (or 1200 k cumulative) had been
set to stay within bearable limits of computational cost. Lower numbers of trajectories
may result from the fact, that an acceptable error on the desired observables was reached
early and a more precise measurement of the observables would not pay off in the overall
context. This was the case especially for the smaller volumes, where, in general, smaller
integrated auto-correlation times lead to a smaller error for the same amount of statistics.
For the volumes Ns“56, 64, some simulations are still running at the moment, leading to
a lower number of trajectories. These unfinished simulations can be recognized by a „-
sign in front of the number of trajectories. This number is an approximate one and also
the four different Markov chains differ in their number of trajectories, but the difference is
not larger than a few thousand trajectories within one particular β. This shows, that the
analysis presented here, is not final and these unfinished simulations require attention,
when analyzing the kurtosis and performing the kurtosis fits, as discussed in the next
sections.
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4.2. Discussion of the Obtained Kurtosis Points

Another important aspect is the thermalization process, consisting of two steps. The
first step is called “thermalization from hot”, as the gauge links of the initial config-
uration are initialized randomly. After a certain number of thermalizing updates, the
second step “thermalization from configuration” begins, where also a certain number
of updates is performed. The “thermalization from hot” is only performed once (one
Markov chain) for one particular combination of mass and volume at one of the possible
β values. Thereafter, the “thermalization from configuration” is launched with the last
configuration from before, however, this time several Markov chains are generated, each
at the desired β value. Subsequently, the actual simulations for which the observables
are measured are launched. For each β value, four Markov chains are submitted with
different seeds. This procedure is chosen to reduce the computation time in comparison
to each Markov chain, being thermalized on its own. A number of 1000 trajectories
was chosen for the “thermalization from hot”. Combining this number with the 4000
trajectories for the “thermalization from configuration”, gives a total number of 5000
thermalizing steps for each Markov Chain. Just to be sure, the number of trajectories
in table 4.1 does not include the thermalizing trajectories.

Finally, the simulations for the measurement of the pion mass and the scale setting
are discussed. In principle, these simulations have to be performed at zero temperature.
Consequently, the temporal lattice extent Nτ has to become large. Therefore, Nτ“32 was
chosen to meet the requirement of a large temporal extent. The number of spatial lattice
points was chosen to be Ns“16. For each quark mass value, a pion mass and a lattice
spacing at the critical β had to be found. The critical β was determined from the finite
temperature simulations with the largest volume available to minimize the systematic
error from finite size effects. If the accumulated statistics for the largest volume were
not sufficiently large to determine a reliable critical β value, it was determined from
the next smaller volume with a sufficient number of trajectories. For each mass value
am, the thermalization was performed at the critical β as explained before. Again
four different Markov chains with different seeds were set up for the generation of the
configurations, which are used for the measurement of the pion mass. A total number of
10 k trajectories per chain was accumulated, saving every 50-th configuration. In total,
200 ¨ 4 “ 800 configurations could be used to measure the pion mass and set the scale
using the Wilson flow.

4.2. Discussion of the Obtained Kurtosis Points

The data can now be used to obtain a kurtosis value of the Polyakov loop at each
combination of a mass and a volume by using the methods and concepts, discussed in
section 3.1. Here, the details of those concepts are not repeated, but rather important
aspects are pointed out on exemplary data.

First, it has to be checked, whether a sufficient amount of statistics has been accumu-
lated for the analysis of both observables skewness and kurtosis of the Polyakov loop. A
way to obtain an impression is considering the histograms of the Polyakov loop. It can be
estimated qualitatively by eye, if the accumulated statistics might fulfill the requirement
of smooth curves in the histograms. Additionally, it gives a first qualitative insight about
the type of the phase transition.

Following [34], two more quantitative ways to evaluate the amount of the accumulated
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β chain traj. B3pβq events B4pβq events

5.981

merged 1200 k 0.34p12q 138 1.95p5q 294
1 300 k 0.4p3q 33 2.17p13q 74
2 300 k 0.00p26q 32 1.75p8q 96
3 300 k 0.26p21q 48 1.84p8q 122
4 300 k 0.75p24q 40 2.47p17q 55

5.983

merged „1090 k ´0.24p13q 120 1.95p5q 237
1 „267 k ´0.09p29q 30 1.87p9q 84
2 „272 k ´0.41p24q 44 2.16p11q 85
3 „277 k ´0.30p24q 38 1.98p9q 85
4 „277 k ´0.24p27q 30 1.87p10q 64

5.985

merged 1200 k ´1.20p13q 121 3.91p17q 133
1 300 k ´1.3p3q 18 4.1p5q 19
2 300 k ´1.37p20q 45 4.3p4q 45
3 300 k ´1.02p25q 46 3.40p22q 53
4 300 k ´1.0p4q 37 3.9p4q 40

Table 4.2.: The results for the jackknife analysis of the skewness and the kurtosis of the
absolute value of the Polyakov loop from am“0.55 and Ns“56. First, the
merged data and underneath, the data of the single chains is shown.

statistics are given here. First, the calculation of the integrated autocorrelation time τint
for a particular observable determines the number of independent events in one Markov
chain. If N is the total number of trajectories,

M “
N

2τint
(4.1)

is the number of independent events for binning 2τint data. Note, that some data has to
be discarded in the most cases, as the number of data in every bin has to be the same.
In general, τint is larger for a system in the vicinity of a first order phase transition. The
Markov chain has to tunnel between the two distinct phases to explore all regions of the
phase space. The gap between the two phases prevents frequent tunneling between the
phases, leading to a comparatively large τint. For finite volumes, the phases are smeared,
but in general, larger volumes lead to an increasing τint. At a critical point, where the
correlation length diverges, another phenomenon leads to the increase of the integrated
autocorrelation time. As the correlation length cannot exceed the spatial length Ns of
the system, the relation τint 9 Lz holds, where z ě 0 is a dynamical critical exponent,
depending on the Markov chain updating algorithm [17]. Nevertheless, the analysis has to
be performed on the uncorrelated data, being reduced by τint. In this case, the jackknife
analysis is applied, leading to a statistical error σ on the corresponding observable and
Markov chain. The observables are the skewness and the kurtosis.

The second way to evaluate the amount of collected trajectories is considering the
standard deviations σ for all four chains of one β. The number of standard deviations,
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4.2. Discussion of the Obtained Kurtosis Points

for which the most distinct chains are compatible, is defined as

nσ “ max
iăj

¨

˝

| xOyi ´ xOyj |
b

σ2
i ` σ

2
j

˛

‚, (4.2)

where xOyi is the expectation value of the observable O for Markov chain i and σi is its
statistical error. In [34], a maximum value nσ “ 3 and a minimum number of independent
events M were used in combination to evaluate the amount of trajectories as sufficient.
Subsequently, the chains are merged and τint is calculated to perform a jackknife analysis
on the merged and binned data.

In table 4.2, the final analysis of the skewness and the kurtosis of the three different
βs is displayed with its four chains, each for am“0.55 and Ns“56. Mostly, the number
of independent events for single chains is larger than 30. The exceptions for the first
chain of β “ 5.985 have to be accepted, as already the upper boundary of the number
of simulated trajectories is reached. However, it is beneficial to keep this in mind and
to be careful, when performing the further analysis. The main implication is, that due
to the few independent events, the error on the corresponding observable is presumably
comparatively large. Obviously, the merged data provides a larger number of independent
events, leading to smaller errors on the observables.

The results of the skewness and kurtosis in table 4.2 can also be seen in figure 4.1.
The single chains are plotted on the left side and the merged chains on the right side.
For the single chains plots, nσ is given for each β. Usually, nσ, being larger than 3, are
not observed. For β “ 5.981 a larger nσ can be ascribed to smaller error bars, although
the points are close. However, the upper limit of 300 k trajectories per chain has also
been reached for this β, such that these points are accepted with care, as they are. As
almost all single chains have been shown to be compatible with each other within a 3σ
range, they are merged and the jackknife analysis is done again, obtaining the red points
in figure 4.1 b) and d).

The next goal is to find βc, where the skewness is zero and subsequently, to determine
the kurtosis at βc. As it is difficult to find these values considering only the points from
the merged chains, the skewness and the kurtosis are reweighted, as explained in section
3.1.3. Beforehand, it is necessary to check, whether the overlap of the histograms of the
gauge action for the merged chains is sufficiently large. If the simulated β values are too
far apart, the reweighting becomes unreliable. This has been observed for am“0.55 and
Ns“56, where initially, only the two outer β values (see figure 4.1) had been simulated.
The simulation for the β value in between was launched later, having recognized, that
the small overlap of the gauge action histograms leads to larger errors on the reweighted
data in between the two outer β-values. As this region is particularly important for the
localization of βc and the determination of B4pβcq, the results of the reweighting have
been improved by including the simulation at β “ 5.983.

The reweighted skewness and kurtosis can be seen in figure 4.1 b) and d). The range,
for which the observables were reweighted, was always set to rβmin, βmaxs of the available
simulated β-values. The resolution of the new β values was set to 0.0001, which is
sufficiently precise for the determination of βc in relation to the statistical error. βc is
determined by finding the smallest absolute value of the skewness, as is implied by the
dashed line in figure 4.1 b). Following the dashed line to the reweighted kurtosis, B4pβcq
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Figure 4.1.: Analysis and Reweighting of skewness B3 and kurtosis B4 of the Polyakov
loop for am“0.55 and Ns“56. Skewness a) and kurtosis c) for single chains.
Merged chains and reweighted skewness b) and kurtosis d). Values for the
single chains are shifted horizontally for readability. For the single chains,
nσ is given. The dashed line indicates the extraction of βc and B4pβcq.
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4.2. Discussion of the Obtained Kurtosis Points

can be determined. In principle, the zero crossing of the skewness should coincide with
the minimum of the kurtosis. As locating a zero crossing is more precise than locating an
extremum, always the skewness is used to determine βc. Nevertheless, checking roughly,
if βc is located at the minimum of the reweighted kurtosis, is a good test of the reliability
of the data in general and of the reweighted data.

All kurtosis values at βc can be extracted, as described above, and afterwards gathered
into one table, containing the columns mass, Ns, B4pβcq and ∆B4pβcq. This data table
forms the basis for performing the kurtosis fits. The table is not shown here, as a plot
of the kurtosis values versus the mass is more illustrative.
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Figure 4.2.: The kurtosis values for different volumes Ns (different colors) as a function
of the mass m. The points are shifted horizontally around the true mass
value for better readability.

In figure 4.2, the bare quark mass m was chosen to represent the horizontal axis instead
of the inverse quark mass 1{m, which is preferred for the evaluation of the fits in section
4.3. The reason is the easier relation of the kurtosis points to table 4.1. In this plot
and in the following plots, the mass m is always represented in lattice units. Figure
4.2 shows the kurtosis points for different volumes Ns with different colors. The orange
point at mass am“0.55 was discussed above and some simulations for it are still running.
Nevertheless, the analysis has shown, that this point can be accepted as reliable. The
orange point for am“0.35 is more problematic in this sense, since currently, significantly
less statistics have been accumulated. The condition nσ ă 3 is not always given and the
reweighting of the kurtosis and the skewness shows small deviations from the expected
course of both reweighted observables as a function of β. Therefore, this point has to
be accepted with care and in case of doubt, has to be excluded from fitting. The only
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4. Locating the Heavy Z2-point

other point, for which the simulations are still running, is the red one at am“0.75.
This point is the most critical one, concerning the reliability, as neither the condition
nσ ă 3 is fulfilled, nor the number of independent events is larger than 30 for most of
the chains for skewness and kurtosis. With respect to the drift of the kurtosis points
at am“0.75 for all volumes, a further decrease of the kurtosis value of the red Ns“64
point is expected. As this is not the case, the further investigation of this point with
respect to the amount of statistics is motivated. Additionally, the irregular and noisy
distributions of the histograms of the Polyakov loop for this point are an indicator for
insufficient statistics. When including this point into the fits, the problematic nature of
this point should definitely be remembered for the further analysis.

Overall, it is evident, that the kurtosis values decrease from smaller masses to larger
masses. This behavior gets stronger for larger volumes Ns, as expected. The range
of the kurtosis values coincides with the expected one. The upper value 3, coming
from the crossover is not exceeded and no point is located below 1, which corresponds
to the first order phase transition. First deductions about the range of the critical
mass can be derived from the order of the points of different volumes at one particular
mass. Considering the smallest mass value am“0.35, the order, that smaller volumes
correspond to smaller kurtosis values and larger volumes correspond to larger kurtosis
values, indicates a crossover. A similar argument applies, at least for the two largest
masses 0.95 and 1.15, being in the first order region. These observations can be supported
by the shapes of the histograms of the Polyakov loop, which are evaluated qualitatively
by eye. For masses in the crossover region, only a single peak of the histogram, shifting
with varying β, can be identified. On the opposite, the histograms in the first order
region show two peaks, although they are not separated by a clear gap. Constructing a
range for possible critical mass values helps a lot, when fitting to the kurtosis data, as
will be seen in the next section 4.3.

4.3. Finding Good Fits

The main problem of finding good fits, which give the critical mass as a fit parameter, is
the large amount of possible fits. One reason for this problem is the number of possible
kurtosis fit functions. In section 3.1.6, some of them were presented. Additionally, the
selection of kurtosis points from figure 4.2, being included in the fit, can be varied, thus
giving yet many more possible fits. Therefore, it is important to find strategies to limit
the number of possible fits, however, keeping the good ones. Basically, the term good
fit relies on the quality measurements Q and χ2

ndf of the fit introduced in section 3.1.6.
The number of possible fits can be reduced by raising constraints to the fit. This mainly
concerns the fit parameters, as is discussed in section 4.3.1. Moreover, the different fit
ansätze can be compared to each other under general aspects to exclude some of them.
Among other things, this will be subject of section 4.3.2.

4.3.1. Discussion of the Constraints to the Fits

General reflections on the data can lead to constraints of the fit parameters. The most
important fit parameter is the critical mass mc. As already mentioned in section 4.2, the
rough range of the critical mass mc can be deduced from the kurtosis data. As the PFG
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allows to set boundaries for the fit parameters, this can be used to narrow the search for
a good fit. Independently of the used fit function, the critical mass can be constrained to
the range amc P r0.35, 0.95s. If the optimization algorithm of the PFG hits a boundary
for the result of one of the fit parameters, the PFG gives a warning. Indeed, this result
cannot be taken as a valid fit, because it does not represent a local minimum of the χ2.
Therefore, it is useful to always choose broader boundaries than actually required. A fit,
for which one of the fit parameters reaches the boundary, has to be discarded.

Constraints can also be set up for the other fit parameters. However, the constraints of
the fit parameters depend on the chosen fit function. In the following, only some general
constraints of fit functions are discussed. The discussion of the various fit ansätze in
the next section 4.3.2 includes some explicit boundaries for the fit parameters. The
most important constraint is, that the fit function, depending on the scaling variable
x “ p1{m ´ 1{mcqN

1{ν
s , has to be monotonically increasing. This implies constraints to

the fit parameters. For example, the linear fit function of the form fpxq “ a1x`a0 leads to
a strictly positive a1. An additional cubic term a3x would impose the constraint, that a3

is also strictly positive. Especially, for the more complicated fit functions Gompertz and
generalized logistic function, also mathematical constraints on the fit parameters have
to be considered. Singularities must not be possible to occur in the fit function. The
particular cases are discussed in appendix B, where the general functions are adjusted
for the fitting to the kurtosis.

Some constraints on the selection of the kurtosis points, being included in the fits, can
be required. Following the discussion in section 4.2, the unreliable points can be excluded
from the fits. Arguments like large finite size effects can count to exclude smaller volumes.
Excluding masses, which are far apart from the expected critical mass, can be reasonable.
One reason may be the universal scaling, only applying for the close region around a
critical point. Considering the linear fit from above, the linear approximation, which is
best close to x “ 0, can justify an exclusion of data points far from the expected critical
mass. To clarify, it is not useful to randomly exclude or include points into the fits. One
reason is the missing physical or mathematical motivation to justify the decision. Hence,
overfitting issues might easily appear, where the fit is accidentally good, but does not
correspond to the real situation. Secondly, there are just too many possibilities of subsets
of the kurtosis points, for which fits have to be performed. The number of possible fits
can be narrowed further by analyzing the different fit ansätze in the following.

4.3.2. Analysis of the Different Fit Ansätze

An overview over all discussed fit ansätze is given here. An overall principle states,
that good fits should get along with as few fit parameters as possible. The correction
term can be applied for all fit ansätze, so its discussion is postponed to the end, when
a better understanding of the basic fit ansätze has been developed. First, there is the
polynomial fit function, where terms with larger orders of the scaling variable do not have
to be excluded from the beginning. Furthermore, there is the generalized logistic fit, still
being problematic with respect to the numerical fitting with curve fit from scipy. Due
to the high non-linearity and the parameter a or q, appearing twice in formula (3.55), the
fit results become unstable with respect to varying initial values for the fit parameters.
Especially the errors on the fit parameters a or q seem to be determined incorrectly,
as they are either very large or very small. This problem has not been solved yet and
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4. Locating the Heavy Z2-point

therefore, the generalized logistic fit is excluded from the discussion here. This is also
motivated by the availability of a different fit function with similar properties concerning
the shape of the curve, namely the Gompertz fit function. The problems from above do
not occur there and it can be analyzed, how the kurtosis fit analysis benefits from fit
functions with two asymptotes.

Although implications of the correction term on the results of the fit have not been
discussed, the analysis of the polynomial fits will always include the correction term. The
reason is, that the usage of the correction term allows to include also the data points
for the smallest volumes Ns“32, 40 to obtain good fit results. This observation will be
analyzed later in more detail, but already here it is used for a general discussion of the
different polynomial fit ansätze. The red point am“0.75, Ns“64 from figure 4.2 is always
excluded in this analysis to avoid any unwanted impact of this comparatively unreliable
point on the outcome of the fits.

amc a1 a2 a3 b ndf χ2
ndf Q

0.62p6q 6.2p8q ¨ 10´4 - - 3.7p7q 16 0.9709 48.59%

0.54p6q 6.6p1.0q ¨ 10´4 5.0p2.2q ¨ 10´7 - 4.0p8q 15 0.6005 87.71%

0.62p4q 3.7p1.5q ¨ 10´4 - 1.2p6q ¨ 10´9 3.4p4q 15 0.6052 87.34%

0.50p7q 5.2p2.0q ¨ 10´4 9p7q ¨ 10´7 1.1p7q ¨ 10´9 4.0p7q 14 0.4483 95.90%

Table 4.3.: Fit results for the linear (1st row), quadratic (2nd), cubic (3rd) and quadratic
+ cubic (4th) fit with correction according to equation (4.3). - indicates a
non-existing fit parameter.

The discussion is restricted to the polynomial fit function of the form

B4px,Nsq “

˜

B4p8, Z2q `

3
ÿ

n“1

anx
n

¸

¨
`

1` bNyt´yh
s

˘

, (4.3)

see also equation (3.51), where x “
´

1
m
´ 1

mc

¯

¨ N
1{ν
s is the scaling variable (mc,m in

lattice units). It is decided to only discuss powers of the scaling variable up to three,
thus having a linear, a quadratic and a cubic term. These may be combined arbitrarily,
but there is no good reason to exclude the linear term. Thus, four combinations, whose
results can be seen in table 4.3, are discussed.

The corresponding plots of the fits are shown in figures 4.3 - 4.5. The last plot for
the cubic + quadratic fit is not shown here, as it does not contain qualitatively new
information. For the linear fit, the χ2

ndf and the Q parameter are good, as they are close
to the optimal values 0.5 and 50%, respectively. However, for the smallest mass on the
right of figure 4.3, the fit does not hit the two points of the larger volumes very well. This
can be traced back to their larger error bars and therefore the lower impact on the fit in
general. It can also be argued, that the small masses (1 on the right) are less represented
than the large masses (2 to 3 on the left). This may lead to a fit function, that mainly
fits to the points of large masses and only weakly to the points in the small mass region.

When considering the quadratic fit (see figure 4.4), the points of small masses are hit
better by the fit. On the other hand, the χ2

ndf decreases significantly, which can not be
attributed to the smaller number of degrees of freedom ndf “ 15, instead of ndf “ 16.
The Q parameter Q “ 87.71% also indicates an overfitting of this fit ansatz. Another
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Figure 4.3.: Linear kurtosis fit with correction according to equation (4.3). The kurtosis
points are shifted horizontally around their mass value for readability.

problem arises, when considering, that a quadratic fit function is not monotonically
increasing, although for the relevant domain (see figure 4.4) it is. In any case, quadratic
fits should be treated with care.

The polynomial fit with linear and cubic term also shows the properties of a small
χ2
ndf and a Q parameter close to 90%. The same arguments of the overfitting apply here

as well. Additionally, the shape of the cubic fit contradicts the expected shape of the
kurtosis from figure 3.3 qualitatively. Figure 4.5 shows, that the fit function tends towards
8 or ´8 for large scaling variables x or ´x, respectively. The expected behavior of the
fit function in the large or small mass limit should be an approaching of two different
constant asymptotes. Another aspect related to the shape of the fit function is the slope
near the critical mass. A value of the slope for small x close to the maximum is expected
for the model displayed in figure 3.3. This is contradicted by the shape of the cubic fit
function, for which the slope is minimal at the critical mass.

The last combination of linear, quadratic and cubic terms in the polynomial fit function
does not lead to a qualitatively different shape of the function, compared to the cubic fit
function. However, considering the fit results in the last row of table 4.3 gives some new
insights. The χ2

ndf is decreasing to 0.4483 and the Q parameter approaches 100%. This
confirms the observation, that, using more terms in the polynomial fit results in heavier
overfitting effects. In the end, this justifies the decision to only discuss the lower orders
of the polynomial fit function. Additionally, the fit parameters a2 and a3 become less
relevant, as the magnitude of the value and its error are the same.

The discussion of the polynomial fit leads to the conclusion, that for fitting the kurtosis
in this particular mass range, only the linear term should be considered for the polynomial
fit function. There, it can be assumed, that overfitting does not play an important role
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Figure 4.4.: Quadratic kurtosis fit with correction according to equation (4.3). The kur-
tosis points are shifted horizontally around their mass value for readability.

and the linear shape of the function does not raise explicit contradictions to the expected
shape of the kurtosis. From now on, only the linear fit function will be subject of the
discussion, for example, when comparing it to the Gompertz fit function.

The Gompertz fit function is recalled for convenience from equation (3.57)

FGpxq “ B4p1.O,8q ` pB4pCO,8q ´B4p1.O,8qq exp

¨

˝´

ln
´

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

¯

exppsxq

˛

‚.

(4.4)
In its flipped version, s is replaced with ´s and the constants Bp1.O,8q and BpCO,8q
are exchanged, wherever they appear. The Gompertz fit with correction term is per-
formed on the same kurtosis data set as the polynomial fits before for comparability.
The fit results can be seen in table 4.4 and for both types, the fit parameters amc and
b coincide with each other within the error bars. However, they also coincide with the
results of the fit parameters from the linear fit with correction from table 4.3. Another
observation is the small growth rate parameter of the Gompertz fit s. Thus, for mass
values close to amc, a straight line is a good approximation for the Gompertz function.
This conclusion can also be drawn from the plots of both types of the Gompertz fit in
figures 4.6 - 4.7. There, only a weak curvature of the lines is apparent. The flipped
Gompertz fit function shows a larger curvature than the normal one, but it is still weak.
This difference can be explained by recalling, that the two types of the Gompertz fit
approach the two asymptotes at different speed. The flipped type also models the kurto-
sis points at the smallest mass and the larger volumes more accurately than the normal
type, which is similar in its behavior to the linear fit. The χ2

ndf and the Q parameter, on
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Figure 4.5.: Cubic kurtosis fit with correction according to equation (4.3). The kurtosis
points are shifted horizontally around their mass value for readability.

the other hand, are significantly better for the normal type of the Gompertz fit, as they
approach the optimal values 1 and 50%, respectively.

type amc s b ndf χ2
ndf Q

flipped 0.57p6q ´0.00127p14q 4.0p7q 16 0.6833 81.36%

normal 0.60p6q ´8.7p1.1q ¨ 10´4 3.9p7q 16 0.9369 52.53%

Table 4.4.: Fit results for two Gompertz fits with correction according to equation (4.4).

Overall, the Gompertz fit is well suited to fit this type of data, but it does not have
that many advantages over the linear fit at this point. An explanation can be the range of
the simulated masses, being sufficiently close to mc, to stay in the linear region for these
volumes. When considering simulations for broader mass ranges or if larger volumes are
available, the Gompertz fit might outperform the linear fit. This statement has yet to
be confirmed by testing the Gompertz fit on different data sets.

The last point in this section is the evaluation of the impact of the correction term on
fit results, especially the critical mass amc. The multiplicative correction term has the
form p1 ` bNyt´yh

s q and as yt ´ yh is a negative number, it is expected, that it becomes
irrelevant for fits with sufficiently large volumes. Thus, both, the linear fit and the linear
fit with correction, are examined for their behavior, when excluding the smaller volumes.
As still the only point for volume Ns“64 is excluded, the two largest volumes Ns“56, 48
remain. They can not be excluded to prevent an insufficient number of degrees of freedom
and overfitting. The linear fit without correction does not lead to good fit results for the
largest set of data points. Additionally, the critical mass is not in the expected range
amc P r0.35, 0.95s. Therefore, this fit is not presented in table 4.5. A plot of the linear
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Figure 4.6.: Flipped Gompertz kurtosis fit with correction according to equation (4.4).
The kurtosis points are shifted horizontally around their mass value for read-
ability.
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The kurtosis points are shifted horizontally around their mass value for read-
ability.
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4.3. Finding Good Fits

fit number Ns amc a1 b ndf χ2
ndf Q

1 56, 48 0.57p14q 6.7p1.0q ¨ 10´4 5p4q 7 1.0669 38.18%

2 56, 48, 40 0.67p10q 6.8p8q ¨ 10´4 2.9p1.5q 12 1.0296 41.76%

3 56, 48, 40, 32 0.62p6q 6.2p8q ¨ 10´4 3.7p7q 16 0.9709 48.59%

4 56, 48 0.87p6q 7.7p1.0q ¨ 10´4 - 8 1.2054 29.10%

5 56, 48, 40 0.93p7q 7.3p9q ¨ 10´4 - 13 1.2603 22.90%

Table 4.5.: Fit results from the linear fit with and without correction for different inclu-
sions of the largest simulated volumes Ns.

fit without correction has been already seen in figure 4.3 and as an example for a linear
fit without correction, figure 4.8, including the three largest volumes, is shown.

1.0 1.5 2.0 2.5 3.0
inverse mass 1/m

1.4

1.6

1.8

2.0

2.2

2.4

2.6

k
u

rt
os

is
B

4
(m
,N

s
,β

c)

Z2 point

Ns = 40

Ns = 48

Ns = 56

Ns = 32 (not included)

Ns = 64 (not included)

amc a1 ndf χ2
ndf Q

0.93p7q 7.3p9q ¨ 10´4 13 1.2603 22.90%

Figure 4.8.: Linear kurtosis fit without correction, including the three largest volumes.
The kurtosis points are shifted horizontally around their mass value for read-
ability.

The fit parameters mc and b, being relevant for this examination, can be plotted in
a stability plot. This implies the amc- and b-column of table 4.5, being plotted as a
function of the fit number, allowing a better understanding of the behavior of these
important parameters for excluding smaller volumes and fitting with and without the
correction term.

The stability plot can be seen in figure 4.9. Considering only the critical mass, the
values for amc are compatible for the fits with correction (1 - 3) and for the fits without
correction (4 - 5), each. Hence, the two different fit ansätze lead to critical masses
in different regions. The fits with the correction term occupy the close region around
amc “ 0.6, whereas the fits without correction occupy the region around amc “ 0.9. The
fit parameter b does not change much, when including smaller volumes, but it gets more
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Figure 4.9.: Stability plot of the critical mass mc (in lattice units) and the correction
term parameter b corresponding to the data in table 4.5.

constrained as the error becomes smaller. This is the expected behavior as b obtains
larger weight in p1 ` bNyt´yh

s q, if smaller volumes are included. Hence, the variation of
this fit parameter has a larger effect on the fit.

Two main conclusions can be drawn from these observations. First, the correction
term is still relevant for large volumes Ns“56, 48. This is supported qualitatively by the
plot of the linear fit with correction term in figure 4.3. The crossing points of adjacent
volumes shifts down and to the left, getting closer to the Z2 point. For example, the
crossing point of the two smallest volumes Ns“32, 40 (blue, cyan) is at approximately
B4 “ 2.0 and the crossing point of the two largest volumes Ns“48, 56 (green, orange)
is at approximately B4 “ 1.88. This is still far from the crossing point, which can be
seen in figure 4.8 at the kurtosis value B4p8, Z2q “ 1.604. Fits with correction term will
approach this crossing point for pairwise increasing volumes. One consequence of the
crossing point in figure 4.8, being forced down to the B4pZ2,8q “ 1.604 line, is believed
to be the shift to larger masses. According to the fit, all the kurtosis points at the critical
mass should fall together, but as can be seen in figure 4.8, this is presumably not the case.
Additional quantitative support to this first conclusion comes from the χ2

ndf and the Q
parameter of the fits. Referring to table 4.5, the fits with correction have a significantly
better χ2

ndf and Q.

The second important conclusion only concerns the fits with correction. The exclusion
of small volumes leads to larger errors on the fit parameters, especially on the one related
to the correction term parameter b. Thus, the use of the correction term is not advised
for large volumes only, although it has been shown in the previous paragraph, that the
correction term is still relevant for large volumes.

The example fits discussed here are the most illustrative ones, but other fits with
different selections of data points, not being shown here, support the conclusions from
above. Having reflected on the different ways to obtain a good fit, now, the focus is on
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4.4. Obtaining a Critical Mass

obtaining an actual value for the critical mass and relating it to physical units in the
next section.

4.4. Obtaining a Critical Mass

As there is no definite quantitative procedure to select the best fit and its value for amc,
here the arguments are weighed qualitatively, leading to a particular final critical mass.
This value is related to physical values and the other simulation parameters are given in
physical units as well. Subsequently, it is inevitable to lead a discussion about the finite
size effects and the lattice artifacts, that have to be taken into account.

In the previous section many possible fit ansätze and also the corresponding subsets
of kurtosis points have been ruled out, leaving the decision between a linear fit and a
linear fit with correction. An argument, that would favor the linear fit, is the basic
principle, that a fit should be as parsimonious as possible, meaning that the number of
fit parameters should be minimized. This increases the chance, that the fit truly models
the real situation, instead of just fitting to the sample of the data, on which the fit was
performed. On the other hand, as many kurtosis points as possible should be included
into the fits. This increases the chance, that biases from single kurtosis points due to
statistical errors or even locally limited systematic errors are averaged out in the fit
result. As shown in the previous section 4.3, the linear fit only gives a reasonably good
result, when excluding many kurtosis points for smaller volumes, whereas the linear fit
with correction allows to include all points of all volumes Ns“32, 40, 48, 56. Finally, the
choice of the linear fit with correction is confirmed by the fit quality. These quantitative
measures of the quality are that close to optimal, that this fit seems to be unaffected by
overfitting, even when considering the additional fit parameter b. As a preliminary result
for the critical quark mass in lattice units, the critical mass from the linear fit with the
correction term

amc “ 0.62p6q (4.5)

from fit number 3 in table 4.5 and in figure 4.3 is quoted here. It is preliminary, because
some simulations, as shown in section 4.1, are still running and the result of the fit
parameters will possibly change. The relative error of the critical mass with „10% is
still large, but its magnitude is comparable to or even smaller than the errors of amc for
other fits. Indeed, this error reflects the uncertainty of the fit with respect to amc, which
becomes apparent in the stability plot in figure 4.9. The quoted result stems from fit
number 3 and exclusion of some more kurtosis points, as it was done for fit numbers 1
and 2, leads to a varying critical mass. However, the fits 1 and 2 are roughly compatible
with fit number 3 within one sigma range. A safe way to try to reduce the error of amc is
collection of more statistics. In that case, the kurtosis points in figure 4.2 attain smaller
errors, leading to a more powerful constraint of the fits. However, it is dubious if the
huge additional computational cost is worthwhile, as the errors decrease proportional
to 1{

?
N , with N being the total amount of statistics. Especially for larger volumes,

where the integrated autocorrelation time is large anyway and the computational time
per trajectory is enormous, it is difficult to reduce the error bars of the kurtosis points.

To relate the amc “ 0.62 value to physical masses the pion mass is calculated and
the scale is set by determining the lattice spacing, as described in 1.5. The simulation
parameters are chosen, as explained in the end of section 4.1, thus arriving at physical
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4. Locating the Heavy Z2-point

am βc amπ a tfmu mπ tGeVu Tc tMeV u
0.35 5.9215 1.40001p10q 0.0906p10q 3.05p3q 272.3p2.9q
0.55 5.9821 1.72039p7q 0.0888p10q 3.82p4q 278p3q
0.75 6.0129 1.98121p7q 0.0872p9q 4.48p5q 283p3q
0.95 6.0305 2.20857p6q 0.0871p9q 5.00p5q 283p3q
1.15 6.0411 2.41361p5q 0.0874p9q 5.45p6q 282p3q

Table 4.6.: Results from the pion mass measurement and the scale setting together with
the critical β and the corresponding critical temperature Tc.

values at each am and βc. The results can be seen in table 4.6. Currently, no physical
values for the critical mass mc have been determined, but for a qualitative classification
of this result the values in table 4.6 suffice. When performing the continuum limit,
an exact physical value of mc is necessary, but this calculation can be performed, as
required. In this case, the critical β is interpolated to the critical mass value, where the
computationally cheap pion mass calculation is performed, as for the other masses. This
calculation is postponed, until final results for (4.5) are obtained.

The pion masses in lattice units amπ in table 4.6 show, that, for all simulated bare
quark masses, large lattice artifacts have to be expected. The inverse pion mass 1{mπ can
be interpreted as the Compton wavelength. For these simulations, amπ ą 1 means, that
the lattice does not resolve the pion for any simulation, as its spatial extent is smaller
than the lattice spacing. This clarifies once more the necessity to perform simulations
closer to the continuum limit, implying Nτ ą 8. This will increase the computational
costs, as the spatial extent of the lattice Ns has to grow with Nτ to keep the aspect ratios
Ns{Nτ constant. This is mandatory to keep the physical volumes constant, allowing a
comparison of the finite size effects for different Nτ .

Nτ mZ2
π tGeVu

6 5.01p5q
8 4.51p5q
10 4.39p5q

Table 4.7.: The results of mZ2
π for various

Nτ from Wilson fermions [12].

Another observation is the increase of the
lattice spacing for smaller masses. The rea-
son is the decrease of the critical temperature
with decreasing bare quark mass. As Nτ is
kept constant, the equation Tc “ 1{papTcqNτ q

leads to an increase of the lattice spacing
apTcq. The relative difference of the small-
est and the largest lattice spacing amounts
to approximately 4%. Following [14] this ef-

fect might explain different finite size effects for different masses, as the physical volume
is smaller for large masses. Indeed, the kurtosis points for the large masses seem to
decrease more slowly than for the small masses (see e.g. figure 4.3). In contrast to [14],
where this relative deviation of physical volumes amounts to up to 19%, the 4% in this
case seem to be negligible. This statement is supported by the observation, that the
asymmetry of the kurtosis around its Z2 inflection point at the critical mass seems to
contribute much more to the slower decrease of kurtosis values at large masses.

As expected, the physical value of the pion mass, which is approximately mphys.
π «

140 MeV, is far from the simulated region mπ P „r3, 5sGeV. However, it is more useful to
compare this result to other lattice calculations for the Nf“2 heavy Z2 point. A project,
also investigating the heavy Z2 point using Nf“2 Wilson fermions on Nτ“8 lattices,
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4.4. Obtaining a Critical Mass

showed, that the range of the pion mass is mπ P r2904p17q, 4690p28qsMeV at the heavy
Z2 point [14]. Qualitatively, this is in good agreement with the result obtained here.
The project from [14] was recently continued by additionally searching the Z2 point on
Nτ P t6, 8, 10u lattices [12]. There, the obtained values for the critical point were given
as precise pion mass values, allowing a more quantitative comparison with the result
obtained here. The critical pion masses from Wilson fermions can be found in table 4.7.
The result for Nτ“8 Wilson fermions is in good agreement with the critical pion mass
for Nτ“8 staggered fermions, which presumably is in the range of mZ2

π P r3.82, 4.48sGeV.
Yet, the finalization of the currently running simulations has to be awaited. In addition,
a comparison with the data from table 4.7, including the other Nτ would be of great
interest, as this might give hints, on how the staggered and Wilson formulation affect
the behavior of the critical mass towards the continuum limit. Subsequently, the shift to
a smaller critical pion mass for a smaller lattice spacing, which can be observed in table
4.7, could also be examined for staggered fermions.
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Summary and Conclusion

The goal of this study was to locate the heavy Z2 point for Nf“2 lattice QCD in the
staggered fermion discretization at µ“0. To prepare the discussion of phase transitions
in lattice QCD and their analysis, the theoretical basis for lattice QCD was presented
in the first chapter. Especially the role of the center symmetry of pure gauge theory
for the deconfinement transition is pointed out. The Polyakov loop was introduced as
an approximate order parameter of the deconfinement transition also for lattice QCD
with dynamical quarks. The second chapter is devoted to the discussion of the QCD
phase diagram and its relation to the Columbia plot, but beforehand phase transitions,
particularly on finite lattices, were discussed more broadly. The finite size scaling analysis
of the reduced free energy density was shown, which plays a crucial part in the derivation
of a finite size scaling formula of the kurtosis in chapter 3. There, the details of the
analysis of observables are outlined, after which the determination of the critical inverse
gauge coupling βc by the skewness is shown. The meaning of the kurtosis value at βc for
the type of the phase transition is given for the cases of a crossover, a first order phase
transition and a Z2 second order phase transition. Next, various fit ansätze for the finite
size scaling formula of the kurtosis are presented. This large chapter 3 concludes with
the description of some important numerical tools and particularly the presentation of
the fitting program PFG, which was newly implemented as part of this master’s thesis.

The last chapter discusses the results from the analysis of the skewness and the kur-
tosis of the Polyakov loop. Various fit ansätze are analyzed on the available data and
evaluated with respect to their quality. Some important conclusions can be drawn from
this analysis. Using qualitative arguments, the polynomial fit ansätze of second order
or higher are ruled out for this particular problem of fitting the kurtosis with this set of
kurtosis points. In contrast, the linear fit ansatz produced good fit results. The new idea
of choosing the Gompertz function as a fit ansatz for the kurtosis fit was also analyzed.
It showed good agreement with the linear fit as its basically curved shape became almost
straight for this set of kurtosis points and the range where it was applied. However, its
advantage of having two asymptotes in the ´8 and 8 limits might become useful, when
larger ranges of masses are simulated or larger aspect ratios are taken into account. The
need of a correction term for the linear fit ansatz has been examined by excluding small
volumes. The main conclusion is, that for this set of kurtosis points the correction term
is still relevant for the two largest volumes Ns“48, 56.

A good linear fit with correction has been found to be the best fit, including all but
one kurtosis point, from which a critical mass value has been obtained. This result is a
first step towards the localization of the heavy critical Z2 point with staggered fermions.
It has to be emphasized again, that this result is preliminary as some simulations are
still running and the fit results might change to some probably small extent. Only for
one temporal lattice extent Nτ , simulations were performed, precluding any assessment
of the behavior of the critical mass in the continuum limit. As the pion mass in physical
units is only calculated for the simulated bare quark masses, the critical pion mass can
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only be given as a range. Nonetheless, this allows a rough comparison with the critical
pion mass from Nτ“8 Wilson simulations, resulting in a good compatibility.

With the PFG, a fitting program with a graphical user interface has been implemented,
which is handy to use and offers numerous features to easily compare a bunch of fits.
Several kurtosis fit functions have been implemented and can be used on either data from
Wilson fermions (kurtosis depending on κ) or staggered fermions (kurtosis depending on
am). Although the PFG in the current state can perform a lot of tasks and has been
modified and generalized during this project, some features are to be implemented in
the future. To name just a few examples, it should be possible to save fits and the
corresponding data in a file, which persists after closing the PFG and can be reloaded.
As a bigger feature, a generalization related to the available fit functions and the fit data
input could be implemented. These ideas can be implemented, when such features are
required.

For the physical aspect of this work, some perspectives can be formulated. The still
running simulations are to be completed in the future and the analysis and the fitting will
be repeated to obtain a final result for the critical mass for Nτ“8. Even larger Nτ should
be investigated for staggered fermions, as it would allow to draw conclusions of the shift
of the critical mass with respect to the continuum limit. The problem, however, is the
increasing computational cost with increasing lattice sizes. The maximum computational
time of this project is required by the Ns“64 simulations, with „150s per trajectory.
Simulating 100 k trajectories requires roughly half a year without queuing time. Thus,
for larger Nτ and a comparable aspect ratio of 7 or 8, this does not seem to be feasible
with the current set-up. As a consequence, simulations have to be sped up significantly,
for example by the implementation of a parallelized algorithm for staggered fermions
in CL2QCD. Currently, each Monte Carlo chain simulation is run on only one GPU
or optionally CPU. Distributing the computations for different lattice sites on different
devices can speed up the simulations, albeit at similar computational cost. Overall,
it has been observed, that the computational cost and time of such thermal lattice
QCD simulations often limits the accuracy of the outcome. However, effective and well
elaborated methods to analyze the data with regard to phase transitions can lead to
satisfying results.
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A. Derivation of the Kurtosis
Correction Term

As it was shown in section 3.1.4, the kurtosis can be expressed in terms of the cumulants
κi

B4 “
κ4

κ2
2

` 3, (A.1)

where the cumulants can be obtained by applying derivatives on the cumulant-generating
function F̃ , the reduced free energy. The goal is deriving a scaling form of the kurtosis of
an observable, not only consisting of a magnetic part, but also of an energy part. Thus,
the general observable

O “ cE ¨ E ` cM ¨M Ñ cE ¨
B

Bβ̃
` cM ¨

B

Bh
(A.2)

is defined, where the operator with the derivatives with respect to the inverse temperature
β̃ and the reduced magnetic field h “ β̃H has to be applied to the reduced free energy.
cE and cM are constants for the energy part and the magnetic part, respectively. In
contrast to reference [35], where the reduced temperature is used in the derivative of the
energy like operator, here, the inverse temperature is used. Nevertheless, a similar result
is expected. The notation from sections 2.1.2 and 3.1.5 is used.

The operator from equation (A.2) can be applied to the finite size scaling form of the
reduced free energy (equation (2.27)), to generate the cumulants. The derivative B

Bβ̃
still

has to be transformed into a derivative with respect to the reduced temperature. Using
β̃ “ 1

T
, B

Bβ̃
“ ´T 2 B

BT
is obtained intermediately and with T “ Tcpt ` 1q, the result is

B

Bβ̃
“ ´Tcpt` 1q2 B

Bt
. Putting all of this together,

κ4 “

ˆ

cEt
12
¨
B

Bt
` cM ¨

B

Bh

˙4

F̃ ptNyt
s , hN

yh
s , 1q (A.3)

is the fourth cumulant, where all signs and constants like Tc have been absorbed in the
constant cE and the simplification t1 “ t ` 1 was used. Similarly, the second cumulant
squared is

κ2
2 “

«

ˆ

cEt
12
¨
B

Bt
` cM ¨

B

Bh

˙2

F̃ ptNyt
s , hN

yh
s , 1q

ff2

. (A.4)

For simplicity, the arguments of F̃ are omitted and the abbreviation

Bn

Btn
Bm

Bhm
F̃ “ F̃ pn,mq (A.5)

is used from now on. κ2
2 is the first term to be calculated:

κ2 “ c2
MN

2yh
s F̃ p0,2q ` cEN

yt
s t

12
´

2cEt
1F̃ p1,0q ` 2cMN

yh
s F̃

p1,1q
` cEN

yt
s t

12F̃ p2,0q
¯

(A.6)
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If this term is squared, expanded and c4
MN

4yh
s pF̃ p0,2qq2 is factored out,

κ2
2 “ c4

MN
4yh
s

´

F̃ p0,2q
¯2

»

—

–

1`
4c2
EN

yt´2yh
s t13F̃ p1,0q

c2
M F̃

p0,2q
`

4cEN
2yt´4yh
s t16

´

F̃ p1,0q
¯2

c4
M

´

F̃ p0,2q
¯2

`
4cEN

yt´yh
s t12F̃ p1,1q

cM F̃ p0,2q
`

8c3
EN

2yt´3yh
s t15F̃ p1,0qF̃ p1,1q

c3
M

´

F̃ p0,2q
¯2 `

4c2
EN

2yt´2yh
s t14

´

F̃ p1,1q
¯2

c2
M

´

F̃ p0,2q
¯2

`
2c2
EN

2yt´2yh
s t14F̃ p2,0q

c2
M F̃

p0,2q
`

4c4
EN

3yt´4yh
s t17F̃ p1,0qF̃ p2,0q

c4
M

´

F̃ p0,2q
¯2

`
4c3
EN

3yt´3yh
s t16F̃ p1,1qF̃ p2,0q

c3
M

´

F̃ p0,2q
¯2 `

c4
EN

4yt´4yh
s t18

´

F̃ p2,0q
¯2

c4
M

´

F̃ p0,2q
¯2

fi

ffi

fl

(A.7)

is obtained. All terms of order O
´

N
2pyt´yhq
s

¯

are neglected, using yt´yh ă 0 in this case.

For the terms with unequal factors in front of yt and yh, the fractions are expanded with
powers of Nyt

s {N
yt
s , such that the factors become equal. The additional factor N´nyt

s ,
(n P t1, 2u) is smaller than 1, since yt ą 0 and therefore does not conflict with neglecting

terms of O
´

N
2pyt´yhq
s

¯

. The result is

κ2
2 “ c4

MN
4yh
s

´

F̃ p0,2q
¯2

«

1`
4cEN

yt´yh
s t12F̃ p1,1q

cM F̃ p0,2q
`O

`

N2pyt´yhq
s

˘

ff

. (A.8)

Similarly, κ4 can be derived. Conducting the derivatives in equation (A.3),

κ4 “ c4
MN

4yh
s F̃ p0,4q ` 24c4

EN
yt
s t

15F̃ p1,0q ` 24c3
EcMN

yt`yh
s t14F̃ p1,1q

` 12c2
Ec

2
MN

yt`2yh
s t13F̃ p1,2q ` 4cEc

3
MN

yt`3yh
s t12F̃ p1,3q ` 36c4

EN
2yt
s t16F̃ p2,0q

` 24c3
EcMN

2yt`yh
s t15F̃ p2,1q ` 6c2

Ec
2
MN

2yt`2yh
s t14F̃ p2,2q ` 12c4

EN
3yt
s t17F̃ p3,0q

` 4c3
EcMN

3yt`yh
s t16F̃ p3,1q ` c4

EN
4yt
s t18F̃ p4,0q

(A.9)

is obtained. The first term c4
MN

4yh
s F̃ p0,4q can be factored out, giving

κ4 “ c4
MN

4yh
s F̃ p0,4q

«

1`
24c4

EN
yt´4yh
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c4
M F̃
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EN
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s t12F̃ p1,3q

cM F̃ p0,4q
`

36c4
EN

2yt´4yh
s t16F̃ p2,0q

c4
M F̃

p0,4q

`
24c3

EN
2yt´3yh
s t15F̃ p2,1q

c3
M F̃

p0,4q
`

6c2
EN

2yt´2yh
s t14F̃ p2,2q

c2
M F̃

p0,4q
`

12c4
EN

3yt´4yh
s t17F̃ p3,0q

c4
M F̃

p0,4q

`
4c3
EN

3yt´3yh
s t16F̃ p3,1q

c3
M F̃

p0,4q
`
c4
EN

4yt´4yh
s t18F̃ p4,0q

c4
M F̃

p0,4q

ff

.

(A.10)
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A. Derivation of the Kurtosis Correction Term

As before, the terms with unequal factors in front of yt and yh are expanded with suitable

powers of Nyt
s {N

yt
s , such that the terms of order O

´

N
2pyt´yhq
s

¯

can be neglected. The

result is

κ4 “ c4
MN

4yh
s F̃ p0,4q

«

1`
4cEN

yt´yh
s t12F̃ p1,3q

cM F̃ p0,4q
`O

`

N2pyt´yhq
s

˘

ff

. (A.11)

The fraction κ4{κ
2
2 has to be evaluated and the approximation for the fraction

1` x

1` y
“ p1` xqp1´ y `O

`

y2
˘

q (A.12)

is used. Subsequently, the kurtosis B4 can be written as

B4 “
F̃ p0,4q

´

F̃ p0,2q
¯2

«

1`
4cEN

yt´yh
s t12F̃ p1,3q

cM F̃ p0,4q
`O

`

N2pyt´yhq
s

˘

ff

¨

«

1´
4cEN

yt´yh
s t12F̃ p1,1q

cM F̃ p0,2q
`O

`

N2pyt´yhq
s

˘

ff

` 3,

(A.13)

which can be expanded and again terms of O
´

N
2pyt´yhq
s

¯

are neglected.

B4 “
F̃ p0,4q

´

F̃ p0,2q
¯2

«

1`
4cEN

yt´yh
s t12F̃ p1,3q

cM F̃ p0,4q
´

4cEN
yt´yh
s t12F̃ p1,1q

cM F̃ p0,2q
`O

`

N2pyt´yhq
s

˘

ff

` 3

(A.14)
is simplified and in a second step some constants can be combined:

B4 “
F̃ p0,4q

´

F̃ p0,2q
¯2

«

1`
4cEt

12

cM

˜

F̃ p1,3q

F̃ p0,4q
´
F̃ p1,1q

F̃ p0,2q

¸

Nyt´yh
s `O

`

N2pyt´yhq
s

˘

ff

` 3 (A.15)

“
F̃ p0,4q

´

F̃ p0,2q
¯2

“

1` CNyt´yh
s `O

`

N2pyt´yhq
s

˘‰

` 3, (A.16)

where the substitution C “ 4cEt
12

cM

´

F̃ p1,3q

F̃ p0,4q
´ F̃ p1,1q

F̃ p0,2q

¯

was used. C is assumed to be constant

with respect to t. This approximation is not exact, as t12 “ pt ` 1q2 is a factor in C
and the derivatives F̃ pn,mq also depend on t. C becomes constant with respect to t for
t Ñ 0. t12 becomes 1 if t Ñ 0. More precisely, the approximation C, being constant is
only valid, if terms of Optq can be neglected in this case.
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B. Derivation of the Fit Formulas

In section 3.1.6, a general form of a kurtosis fit function has been introduced. For a
better understanding, equation (3.48) is shown again

B4pxq “ F pxqp1` CNyt´yh
s q. (B.1)

Different approaches to model F pxq are introduced and derived in section 3.1.6, mainly
focusing on the polynomial function. The other approaches are derived in this appendix
to show, how the resulting fit formulas are achieved.
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Figure B.1.: Model of the finite size effects of
the kurtosis B4 of a purely mag-
netization like observable as a
function of the inverse mass 1

m
´

1
mc

for small spatial volumes

(blue) to large ones (red)

The main focus of these different ap-
proaches is on accounting for the asym-
metry of the kurtosis around the critical
point. This can be seen in figure B.1,
where not only the kurtosis values at the
critical β in the infinite volume are shown
(black line), but also the finite size be-
havior, that depends on the spatial extent
of the simulated volume (red: large vol-
ume, blue: small volume). This schematic
plot only models the kurtosis for a purely
magnetization like order parameter, im-
plying a vanishing correction term C “ 0
in formula (B.1), thus modeling F pxq. The
asymmetry stems from the fact, that the
kurtosis at the Z2-point is not located in
the center between the infinite volume kur-
tosis of the crossover transition and the 1.
order phase transition. All kurtosis lines
for different volumes cross at the Z2-point,
which calls for taking the asymmetry into
account for the fit function. This becomes
important, if the fit leaves the close region around the Z2-point, where the kurtosis lines
can be approximated as linear functions.

Another motivation to find more sophisticated fit formulas is the need to include kur-
tosis points into the fit, which are not sufficiently close to the Z2-point to fall into the
linear region. The goal will be to find functions, which account for the previously de-
scribed asymmetry and are bounded from below and above by two constant asymptotes,
as can be seen in figure B.1.
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B. Derivation of the Fit Formulas

B.1. The Rescaling Term in the Polynomial Fit

To understand the idea of an asymmetric rescaling term, again, the finite size scaling
formula of the kurtosis, shown in figure B.1, has to be considered. Since the polynomial
functions (restricting them here to uneven powers) are symmetric with respect to the
Z2 point, the idea is to adapt the polynomials to this asymmetry. One approach is to
assume, that the finite size values of the kurtosis in the 1. order region are compressed
by a factor 1

f
between the kurtosis value 1 and the kurtosis value at the Z2-point 1.604.

This compression affects the slope of the polynomials in this region, leading to a new
slope s1 depending on the old slope s via s1 “ f ¨ s. Thus, the slope s is rescaled by a
factor f to a new slope s1, as it can be seen in figure B.2 for a linear function.
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Figure B.2.: Rescaling the slope of the lin-
ear kurtosis fit function in the
1. order region from sÑ s1

An important motivation for this rescal-
ing approach is the assumption, that the
kurtosis lines in figure B.1 approach the
asymptotes 1 and 3 equally fast. This can
be seen in figure B.2, as both lines with
different slopes cross the asymptotes at the
same distance from the Z2-point c.

Having stated the necessary assump-
tions, the value of the factor f can be de-
rived with the help of figure B.2. With the
two slope triangles, the two slopes are

s “
a

c
, (B.2)

s1 “
b

c
. (B.3)

These equations relate via c, which can be
eliminated and

s1 “
B4pZ2,8q ´B4p1.O,8q

B4pCO,8q ´B4pZ2,8q
¨ s “ f ¨ s

(B.4)
is obtained as the rescaled slope, with

f “
B4pZ2,8q ´B4p1.O,8q

B4pCO,8q ´B4pZ2,8q
« 0.4327. (B.5)

A specific fit function is found, exhibiting the property of its slopes, being related
in the two different regions by equation (B.4). In the following, the scaling variable

x “
´

1
m
´ 1

mc

¯

N
1{ν
s will be used and for x ă 0 a 1. order phase transition is assumed

and for x ą 0 a crossover. A scaling variable dependent factor Rpxq is inserted in front
of the terms in the polynomial contributing to its slope. This factor evaluates to

Rpxq “

#

1, if x ą 0

f, if x ă 0,
(B.6)

which can be achieved, using the Heaviside function Θpxq. Hence, Rpxq is represented as

Rpxq “ 1` pf ´ 1qΘpxq. (B.7)
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B.2. The General Logistic Fit Functions

For cases, in which negative values of the scaling variable are related to a crossover and
positive values are related to a 1. order phase transition, the Heaviside function Θpxq
in Rpxq has to be changed to Θp´xq. The final formula for the polynomial fit function
with the rescaled slope is

F 1P pxq “ B4pZ2,8q `Rpxq
ÿ

nPM

anx
n. (B.8)

B.2. The General Logistic Fit Functions
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Figure B.3.: Example functions Y1pxq and
Y2pxq with L“1, R“3, Q“3,
r“7, A“0.35.

A function, fulfilling the requirements of
two constant asymptotes for the limits to
´8 and 8 of the domain, is the general-
ized logistic function

Y1pxq “ L`
R ´ L

r1`Q exp p´rxqsA
(B.9)

and the similar, but not equal function

Y2pxq “ R `
L´R

r1`Q exp prxqsA
. (B.10)

The parameters are R,L P R and r,Q,A P
Rą0. Additionally, these functions allow
an asymmetric crossing point of the func-
tions with different volumes. From now
on, Y2pxq is called the flipped version of
Y1pxq, as it is obtained by interchanging R
and L and omitting the minus sign in front
of r. An example plot of both functions can be seen in figure B.3. The actual fit formula
is derived only for Y1pxq “ Y pxq, because it can be done analogously for Y2pxq. Consid-
ering the “flipped” version of the function, represented in equation (B.9), as an extra fit
function is not obvious. Indeed, the “flip” changes the asymmetry of the function around
the function value 0. The choice of the version of the function affects, which asymptote
is approached faster, implying a larger slope in the vicinity of the asymptote. The first
generalized logistic function (B.9) approaches the upper asymptote faster than the lower
one.

First, the constraints for the fit formula, originating from the crossing point and the

asymptotes, are presented. Again, x “
´

1
m
´ 1

mc

¯

N
1{ν
s is taken as the scaling variable

and a first order phase transition is assumed for x ă 0, likewise a crossover for x ą 0.
Thus, the constraints can be written as

Y p8q “ B4pCO,8q “ 3, (B.11)

Y p´8q “ B4p1.O,8q “ 1, (B.12)

Y p0q “ B4pZ2,8q “ 1.604. (B.13)

This will determine some of the parameters as follows.

Y pxÑ 8q “ R “ B4pCO,8q (B.14)
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B. Derivation of the Fit Formulas

determines R in the same way as

Y pxÑ ´8q “ L “ B4p1.O,8q (B.15)

determines L. The last condition can either determine Q or A, depending on the other
parameter, respectively.

Y p0q “ L`
R ´ L

r1`QsA
“ B4pZ2,8q (B.16)

can be transformed to

A “
ln
´

R´L
B4pZ2,8q´L

¯

lnp1`Qq
“

ln
´

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

¯

lnp1`Qq
(B.17)

or

Q “

„

R ´ L

B4pZ2,8q ´ L


1
A

´ 1 “

„

B4pCO,8q ´B4p1.O,8q

B4pZ2,8q ´B4p1.O,8q


1
A

´ 1, (B.18)

where either Q or A are the only free parameters, which are used as fit parameters.
Inserting either equation (B.17) or (B.18) into the formula for the generalized logistic
function leads to two equivalent functions with different parametrization, which might
differ numerically, when fitting to these functions. Using the determinations of the
parameters R and L ((B.14), (B.15)),

FGL,12pxq “ B4p1.O,8q `
B4pCO,8q ´B4p1.O,8q

„

1`

ˆ

”

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

ı
1
a
´ 1

˙

¨ expp´rxq

a , (B.19)

FGL,3pxq “ B4p1.O,8q `
B4pCO,8q ´B4p1.O,8q

r1` q ¨ exp p´rxqs
ln
´

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

¯

ln´1p1`qq
(B.20)

are obtained, where the small parameter names q and a have been used instead of Q and
A to mark those parameters as fit parameters.

As these highly non-linear fit parameters q and a might sometimes be difficult to handle
for the fitting algorithm, it was tried to avoid the exponent A, but nonetheless keep the
asymmetry property of the function. One way to find such a function is to choose A “ 1
in equation (B.9) and add another exponential in the denominator

Zpxq “ L`
R ´ L

1`Q1 expp´r1xq `Q2 expp´r2xq
, (B.21)

where Q1, Q2 P Rą0 and r1, r2 P R. Choosing r1, r2 ą 0, the same values for R and L are
obtained as for the generalized logistic fit ((B.14), (B.15)). The same argument, that the
kurtosis lines all cross in the same point at x “ 0, also applies here

Zp0q “ L`
R ´ L

1`Q1 `Q2

“ B4pZ2,8q. (B.22)

This equation can be rearranged to eliminate Q2 in formula (B.21) and inserting the
values for L and R yields

Q2 “
B4pCO,8q ´B4p1.O,8q

B4pZ2,8q ´B4p1.O,8q
´ 1´Q1. (B.23)
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B.3. The Gompertz Fit Function

Inserting this expression in equation (B.21), the final result is

FGL,4pxq “ B4p1.O,8q `
B4pCO,8q ´B4p1.O,8q

1` q expp´r1xq `
´

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

´ 1´ q
¯

expp´r2xq
,

(B.24)
where the lowercase letters q, r1 and r2 represent the fit parameters. This form of fit
function establishes the possibility to run into unwanted singularities due to the structure
of the denominator. For a brief analysis, some abbreviating definitions are introduced

a ” expp´r1xq, (B.25)

b ” expp´r2xq, (B.26)

C ”
B4pCO,8q ´B4p1.O,8q

B4pZ2,8q ´B4p1.O,8q
´ 1 « 2.3113, (B.27)

such that the denominator turns into d “ 1 ` qa ` pC ´ qqb. As all variables q, a, b and
the constant C of the denominator are positive, the simplest way to exclude all possible
singularities is the restriction of q to the range q P p0, Cs. Hence, the denominator
cannot become zero and the singularities are avoided. This is clearly a drawback of this
fit function and actually, this ansatz was never used in practice to analyze data. The
derivation is given nevertheless, since it was implemented in the PFG for experimental use
and the appendix section B.2 about the derivation of the implemented general logistic fit
functions should not suffer from incompleteness with respect to the available fit functions
in the PFG (see section 3.3.3).

B.3. The Gompertz Fit Function

Another function with the properties of two constant asymptotes and an asymmetry
around the function value 0 is the Gompertz function. It is named after Benjamin
Gompertz, who mentioned this type of function first in a paper in 1825 [19]. A general
form of this function is

Gpxq “ L` pR ´ Lq expp´D expp´s ¨ xqq. (B.28)

As in the previous section B.2 of this appendix, the constraints

Gp8q “ B4pCO,8q “ 3, (B.29)

Gp´8q “ B4p1.O,8q “ 1, (B.30)

Gp0q “ B4pZ2,8q “ 1.604 (B.31)

are used to determine the parameters L,R P R and D P Rą0. The parameter s P R
reflects the growth rate. Again, a first order phase transition is assumed for a scaling
variable x ă 0. For x ą 0 the transition is a crossover. Using the assumption, that s ą 0
the results for L and R are

Gp8q “ R “ B4pCO,8q (B.32)

Gp´8q “ L “ B4p1.O,8q. (B.33)
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B. Derivation of the Fit Formulas

Using the third conditional equation (B.31),

Gp0q “ B4pZ2,8q “ L` pR ´ Lq expp´Dq (B.34)

is obtained, which can be transformed, such thatD is determined byD “ ln
´

R´L
B4pZ2,8q´L

¯

.

Using this equation and inserting the values for R and L, the final result for the Gompertz
fit function is

FGpxq “ B4p1.O,8q ` pB4pCO,8q ´B4p1.O,8qq exp

¨

˝´

ln
´

B4pCO,8q´B4p1.O,8q
B4pZ2,8q´B4p1.O,8q

¯

exppsxq

˛

‚.

(B.35)
The only fit parameter is s, meaning, that the asymmetry of the function is not free
anymore but determined by the constraint (B.31). This is in contrast to the generalized
logistic function from section B.2, where either the fit parameters a or q tune the asym-
metry of the function. The fit parameter s is responsible for the growth rate, as can be
seen in figure B.4, where two example functions of type (B.28) are plotted for varying s.
Here, the asymmetry is determined by the parameter D “ 0.5.
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Figure B.4.: Example functions Gpxq with
L“1, R“3, D“0.5 and varying s.

As for the generalized logistic func-
tion, also the Gompertz function has a
flipped version. Again, this implies, that
the parameters R and L are interchanged
and the minus sign in the general Gom-
pertz function (B.28) vanishes. Consid-
ering the flipped version of the Gompertz
function is mandatory, because the “flip”
changes the asymmetry around the func-
tion value 0.
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C. Additional Tables Concerning
the PFG Tests

mass Ns B4pβc, x|L|yq ∆B4pβc, x|L|yq

0.35 32 2.011839919846 1.180137020367 ¨ 10´1

0.55 32 1.857083793747 6.157305193067 ¨ 10´2

0.75 32 1.847246220144 5.170964017263 ¨ 10´2

0.95 32 1.832102956146 5.511508631404 ¨ 10´2

0.35 40 2.130313420209 1.103633751420 ¨ 10´1

0.55 40 1.776282162304 1.067535194286 ¨ 10´1

0.75 40 1.644601000008 6.811929819971 ¨ 10´2

0.95 40 1.675662976781 9.485754562186 ¨ 10´2

1.15 40 1.715857591535 7.459022441265 ¨ 10´2

0.35 48 2.348543274750 1.345902600477 ¨ 10´1

0.55 48 1.757581191144 1.065048203167 ¨ 10´1

0.75 48 1.604510446266 9.930628757743 ¨ 10´2

0.95 48 1.642134039813 1.022491771119 ¨ 10´1

1.15 48 1.620023303629 6.480188058879 ¨ 10´2

0.35 56 2.519318288919 1.574935639318 ¨ 10´1

0.55 56 1.807187631840 9.184898296016 ¨ 10´2

0.75 56 1.524268874835 1.233221516074 ¨ 10´1

0.95 56 1.532968334390 1.085571101172 ¨ 10´1

1.15 56 1.460864913312 8.895867942122 ¨ 10´2

0.75 64 1.614267226053 1.248892508557 ¨ 10´1

Table C.1.: kurtosis data being used to compare the
fit results of the PFG with those of the
script BinderFitVSmass.sh

This part of the appendix pro-
vides the data of the test of
the PFG, comparing the fit re-
sults for the PFG with the script
BinderFitVSmass.sh. How the
fit results are obtained, is ex-
plained in detail in section 3.3.4,
including a discussion of the im-
plications of the test results.
First, an overview over the
kurtosis data is given in ta-
ble C.1, which was used to
perform the comparison of the
script BinderFitVSmass.sh and
the PFG. The data stems from
simulations with Nf“2 staggered
fermions at µ“0 and Nτ“8. The
precision of the numbers in the
table is the same as in the data
file, being loaded into the fit pro-
grams.

The color scheme is given again
in table C.3, indicating the devia-
tion of the fit results of both pro-
grams in the tables C.2, C.4 and
C.5. The deviations δ are defined
as δ “ |1 ´ xPFG{xS|, where xPFG is a fit result for the PFG and xS is the correspond-

program mc ˘∆mc a1 ˘∆a1 χ2
ndf

data
set 1

PFG 1.05406˘ 0.0477074 ´0.00133372˘ 0.00018179 3.9777
Script 1.05406˘ 0.0477074 ´0.00133372˘ 0.00018179 3.9777

data
set 2

PFG 0.828911˘ 0.0334132 ´0.00219748˘ 0.000311247 2.16224
Script 0.828911˘ 0.0334132 ´0.00219748˘ 0.000311247 2.16224

data
set 3

PFG 0.950745˘ 0.0475213 ´0.00129977˘ 0.000213453 3.39004
Script 0.950745˘ 0.0475213 ´0.00129977˘ 0.000213453 3.39004

Table C.2.: comparison of the fit results for the linear kurtosis fit
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C. Additional Tables Concerning the PFG Tests

ing fit result for the script BinderFitVSmass.sh. A white cell color indicates a smaller
deviation than 10´6, which is thus not observed within the 6 relevant digits. This is the
case for all fit results of the linear fit in table C.2. Table C.4 shows the results of the
linear fit function with correction. The table, corresponding to the cubic fit, was already
displayed in section 3.3.4 and therefore is omitted here. The last table C.5 corresponds
to the cubic kurtosis fit with correction term.

program mc ˘∆mc a1 ˘∆a1 b˘∆b χ2
ndf

data
set 1

PFG 0.69461˘ 0.08187 ´0.00110507 ˘

0.000166934
3.62169 ˘

0.649791
2.25133

Script 0.69461˘ 0.08187 ´0.00110507 ˘

0.000166934
3.62169 ˘

0.649791
2.25133

data
set 2

PFG 0.722481 ˘

0.0756312
´0.00204107 ˘

0.000305621
2.31528˘ 1.51475 2.13341

Script 0.72248 ˘

0.0756312
´0.00204107 ˘

0.000305621
2.31528˘ 1.51475 2.13341

data
set 3

PFG 0.530308 ˘

0.20179
´0.00114981 ˘

0.000188876
6.67155˘ 3.193 3.20341

Script 0.530308 ˘

0.20179
´0.00114981 ˘

0.000188876
6.67154˘ 3.193 3.20341

Table C.4.: comparison of the fit results for the linear kurtosis fit with correction term

mc ˘∆mc a1 ˘∆a1 a3 ˘∆a3 b˘∆b χ2
ndf

data
set 1

PFG 0.828048˘
0.0235656

´0.000113002 ˘

0.000321317
´3.43976 ¨10´8˘

9.40164 ¨ 10´9
2.65465 ˘

0.369266
1.37434

Script 0.8279 ˘

0.0235233
´0.000111617 ˘

0.000321247
´3.44422 ¨10´8˘

9.40528 ¨ 10´9
2.65591 ˘

0.369098
1.37434

data
set 2

PFG 0.761823˘
0.0527824

´0.000668895 ˘

0.000523461
´5.33937 ¨10´8˘

2.65166 ¨ 10´8
1.37608 ˘

0.900136
0.919007

Script 0.760517˘
0.0519042

´0.000661639 ˘

0.000524783
´5.40122 ¨10´8˘

2.66096 ¨ 10´8
1.39178 ˘

0.894319
0.919149

data
set 3

PFG 0.868206˘
0.0443305

0.000189158 ˘

0.000429714
´3.6375 ¨ 10´8 ˘

1.24307 ¨ 10´8
0.567581˘
0.987073

0.918911

Script 0.868216˘
0.0443531

0.000188888 ˘

0.000429137
´3.6369 ¨ 10´8 ˘

1.2433 ¨ 10´8
0.567467˘
0.98735

0.918911

Table C.5.: comparison of the fit results for the cubic kurtosis fit with correction term

range of δ color
r10´6, 10´5q blue
r10´5, 10´4q green
r10´4, 10´3q yellow
r10´3, 10´2q orange
r10´2, 10´1q red

Table C.3.: colors in test
tables
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