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Abstract

Lattice QCD simulations tend to become stuck in a single topological sector at fine lattice
spacing or when using chirally symmetric overlap quarks. In such cases physical observables
differ from their full QCD counterparts by finite volume corrections. These systematic errors
need to be understood on a quantitative level and possibly be removed. In this paper we ex-
tend an existing relation from the literature between two-point correlation functions at fixed
and the corresponding hadron masses at unfixed topology by calculating all terms propor-
tional to 1/V 2 and 1/V 3, where V is the spacetime volume. We also apply our equations to
a simple model, quantum mechanics on a circle both for a free particle and for a square-well
potential, where we demonstrate in detail, how to extract masses from computations at fixed
topology.
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1 Introduction

A QCD path integral includes the integration over all possible gauge or gluonic field con-
figurations. These gauge field configurations can be classified according to their topological
charge, which is integer. The numerical method to solve QCD path integrals is lattice QCD.
In lattice QCD the path integral is simulated by randomly generating a representative set of
gauge field configurations using Hybrid Monte Carlo (HMC) algorithms (cf. e.g. [1]). These
algorithms modify a given gauge field configuration in a nearly continuous way. One of
the key ideas of such a process is to generate almost exclusively gauge field configurations,
which have small Euclidean action, i.e. which have a large weight ∝ e−SQCD,eff and, therefore,
dominate the path integral (importance sampling).

To simulate a QCD path integral correctly, it is essential to sample gauge field configura-
tions from many topological sectors. A serious problem is, however, that topological sectors
are separated by large action barriers, which increase, when decreasing the lattice spacing.
As a consequence, common HMC algorithms are not anymore able to frequently change the
topological sector for lattice spacings a . 0.05 fm [2, 3], which are nowadays still fine, but
within reach.

For some lattice discretizations, e.g. for chirally symmetric overlap quarks, the same prob-
lem arises already at much coarser lattice spacings. Such simulations are typically performed
in a single topological sector, i.e. at fixed topological charge [4, 5], which introduces system-
atic errors. Those errors have to be quantified and, if not negligible compared to statistical
errors, be removed.

There are also applications, where one might fix topology on purpose, either by sorting
the generated gauge field configurations with respect to their topological charge or by directly
employing so-called topology fixing actions (cf. e.g. [6, 7, 8]). For example, when using a mixed
action setup with light overlap valence and Wilson sea quarks, approximate zero modes in the
valence sector are not compensated by the sea. The consequence is an ill-behaved continuum
limit [9, 10]. Since such approximate zero modes only arise at non-vanishing topological
charge, fixing topology to zero might be a way to circumvent the problem.

In view of these issues it is important to study the relation between physical quantities
(i.e. quantities corresponding to path integrals, where gauge field configurations from many
topological sectors are taken into account) and correlation functions from fixed topology
simulations. In the literature one can find an equation describing the behavior of two-point
correlation functions (suited to determine hadron masses) at fixed topology, derived up to
first order and in part also to second order in the inverse spacetime volume 1/V [11], and
a general discussion of higher orders for arbitrary n-point functions at fixed topology [12].
In this work we extend the calculations from [11] by including all terms proportional to
1/V 2 and 1/V 3. We also demonstrate, how to extract hadron masses from fixed topology
simulations in the context of a simple model, a quantum mechanical particle on a circle.

This paper is organized as follows. In section 2 and section 3 we calculate the depen-
dence of the partition function and the two-point correlation function at fixed topology on
the topological sector and the inverse spacetime volume up to O(1/V 3). Section 4 is de-
voted to a detailed discussion of systematic errors and the range of parameters, where the
resulting equations of section 2 and section 3 are accurate approximations (e.g. spatial and
temporal extension of spacetime, topological charge, hadron masses). In section 5 we test
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these equations in a simple model, quantum mechanics on a circle both in the free case and
with a potential. We also explain and demonstrate in detail, how physical masses (corre-
sponding to unfixed topology) can be extracted from fixed topology simulations (for related
exploratory studies in the Schwinger model and the O(2) and O(3) non-linear Sigma model
cf. [13, 14, 15, 16]). This might provide helpful insights and guidelines for applying the same
strategy to QCD.

Parts of this work have been presented at a recent conference [17].

2 The partition function ZQ,V at fixed topology and finite

spacetime volume

In this section we calculate the dependence of the Euclidean QCD partition function at fixed
topological charge Q on the spacetime volume V , denoted as ZQ,V , up to O(1/V 3).

2.1 Calculation of the 1/V expansion of ZQ,V

The Euclidean QCD partition function at non-vanishing θ angle and finite spacetime volume
V is defined as

Zθ,V ≡
ˆ

DADψDψ̄ e−SE,θ[A,ψ̄,ψ] =
∑

n

e−En(θ,Vs)T (2.1)

[18] with
SE,θ[A, ψ̄, ψ] ≡ SE [A, ψ̄, ψ] + iθQ[A], (2.2)

where T is the periodic time extension, Vs the spatial volume, V = TVs, En(θ, Vs) is the
energy eigenvalue of the n-th eigenstate of the Hamiltonian and SE the Euclidean QCD
action without θ-term. Similarly, the Euclidean QCD partition function at fixed topological
charge Q and finite spacetime volume V is defined as

ZQ,V ≡
ˆ

DADψDψ̄ δQ,Q[A]e
−SE [A,ψ̄,ψ]. (2.3)

Using

δQ,Q[A] =
1

2π

ˆ +π

−π

dθ ei(Q−Q[A])θ (2.4)

it is easy to see that ZQ,V and Zθ,V are related by a Fourier transform,

ZQ,V =
1

2π

ˆ +π

−π

dθ eiQθZθ,V . (2.5)

One can show that En(+θ, Vs) = En(−θ, Vs) [11], which implies (d/dθ)En(θ, Vs)|θ=0 = 0.
Using this together with (2.1) and (2.2) one can express the topological susceptibility, defined
as

χt ≡ lim
V→∞

〈Q2〉
V

, (2.6)
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according to

χt = lim
Vs→∞

E
(2)
0 (θ, Vs)

Vs

∣
∣
∣
∣
θ=0

= e
(2)
0 (θ)

∣
∣
∣
θ=0

(2.7)

(throughout this paper X(n) denotes the n-th derivative of the quantity X with respect to θ).
Moreover, we neglect ordinary finite volume effects, i.e. finite volume effects not associated
with fixed topology. These are expected to be suppressed exponentially with increasing
spatial volume Vs (cf. section 4.2 for a discussion). In other words we assume Vs to be
sufficiently large such that E0(θ, Vs) ≈ e0(θ)Vs, where e0(θ) is the energy density of the
vacuum.

At sufficiently large T the partition function is dominated by the vacuum, i.e.

Zθ,V = e−E0(θ,Vs)T
(

1 +O(e−∆E(θ)T )
)

, (2.8)

where ∆E(θ) = E1(θ, Vs)−E0(θ, Vs). The exponentially suppressed correction will be omitted
in the following (cf. section 4.2 for a discussion). To ease notation, we define

f(θ) ≡ f(θ,Q, V ) ≡ e0(θ)−
iQθ

V
. (2.9)

Using also (2.8) the partition function at fixed topology (2.5) can be written according to

ZQ,V =
1

2π

ˆ +π

−π

dθ e−f(θ)V , (2.10)

where the integral (2.10) can be approximated by means of the saddle point method. To this
end, we expand f(θ)V around its minimum θs and replace

´ +π

−π
by
´ +∞

−∞
, which introduces

another exponentially suppressed error (cf. section 4.2 for a discussion),

ZQ,V =
1

2π

ˆ +∞

−∞

dθ exp

(

− f(θs)V − f (2)(θs)V

2
(θ− θs)

2 −
∞∑

n=3

f (n)(θs)V

n!
(θ − θs)

n

)

. (2.11)

θs can be determined as a power series in 1/E2V . Due to En(+θ, Vs) = En(−θ, Vs), the
expansion of the vacuum energy density around θ = 0 is

e0(θ) =

∞∑

k=0

E2kθ2k
(2k)!

, Ek ≡ e
(k)
0 (θ)

∣
∣
∣
θ=0

(2.12)

(note that E2 = χt). Consequently,

f(θ)V =

∞∑

k=0

E2kθ2k
(2k)!

V − iQθ. (2.13)

It is straightforward to solve the defining equation for θs, d/dθf(θ)V |θ=θs = 0, with respect
to θs,

θs = i

(
1

E2V
Q+

1

(E2V )3
E4
6E2

Q3

)

+O
(

1

(E2V )5

)

1. (2.14)

1Throughout this work errors in 1/E2V are proportional to either 1/(E2V )4 or 1/(E2V )5. For errors pro-
portional to 1/(E2V )4 we also keep track of powers of Q, e.g. we distinguish O(1/(E2V )4) and O(Q2/(E2V )4),
etc. For errors proportional to 1/(E2V )5, we do not show powers of Q, i.e. we just write O(1/(E2V )5). We
also estimate En/E2 = O(1), for which numerical support can be found in [19]
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Finally the saddle point method requires to deform the contour of integration to pass
through the saddle point, which is just a constant shift of the real axis by the purely imaginary
θs. We introduce the real coordinate s ≡ (θ − θs)(f

(2)(θs)V )1/2 parameterizing the shifted
contour of integration yielding

ZQ,V =
e−f(θs)V

2π(f (2)(θs)V )1/2

ˆ +∞

−∞

ds exp

(

− 1

2
s2 −

∞∑

n=3

f (n)(θs)V

n!(f (2)(θs)V )n/2
sn
)

. (2.15)

After defining

||h(s)|| ≡ 1√
2π

ˆ +∞

−∞

ds e−s
2/2h(s) (2.16)

a more compact notation for the result (2.15) is

ZQ,V =
e−f(θs)V

(2πf (2)(θs)V )1/2

∥
∥
∥
∥
exp

(

−
∞∑

n=3

f (n)(θs)V

n!(f (2)(θs)V )n/2
sn
)∥
∥
∥
∥

︸ ︷︷ ︸

≡G

, (2.17)

where G can also be written as

G = 1 +

∞∑

k=1

(−1)k

k!

∥
∥
∥
∥

( ∞∑

n=3

f (n)(θs)V

n!(f (2)(θs)V )n/2
sn
)k∥
∥
∥
∥
. (2.18)

We now insert f(θ)V and θs (eqs. (2.13) and (2.14)) and perform the integration over s
order by order in 1/E2V (note that θs ∼ 1/E2V ). To this end we use the relations

f (2n)(θs)V =
∞∑

l=n

E2lV
(2l − 2n)!

θ2l−2n
s , n = 1, 2, . . .

f (2n−1)(θs)V =

∞∑

l=n

E2lV
(2l − 2n+ 1)!

θ2l−2n+1
s , n = 2, 3, . . .

||s2n−1|| = 0 , ||s2n|| = (2n− 1)!! =
(2n)!

2nn!
= 1× 3× 5× . . .× (2n− 1) , n = 2, 3, . . .

(2.19)
The terms in (2.18) are

• for k = 1 proportional to 1/(E2V )n/2−1,

• for k = 2 proportional to 1/(E2V )(n1+n2)/2−2,

• for k = 3 proportional to 1/(E2V )(n1+n2+n3)/2−3, ...

Moreover, n, n1 + n2, n1 + n2 + n3, ... have to be even, otherwise the corresponding term
in (2.18) vanishes, due to (2.19). Finally every odd n and nj contributes in leading order in
θs one power of θs ∼ 1/E2V . Therefore, up to O(1/(E2V )3) it is sufficient to consider the
following terms:
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• k = 1, n = 4:
∥
∥
∥
∥

f (4)(θs)V

4!(f (2)(θs)V )2
s4
∥
∥
∥
∥
=

1

E2V
E4
8E2

+
1

E2V

( E6
16E2

− E2
4

8E2
2

)

θ2s +O
(

1

(E2V )5

)

. (2.20)

• k = 1, n = 6:
∥
∥
∥
∥

f (6)(θs)V

6!(f (2)(θs)V )3
s6
∥
∥
∥
∥
=

1

(E2V )2
E6
48E2

+O
(

1

(E2V )2
θ2s

)

. (2.21)

• k = 1, n = 8:
∥
∥
∥
∥

f (8)(θs)V

8!(f (2)(θs)V )4
s8
∥
∥
∥
∥
=

1

(E2V )3
E8

384E2
+O

(
1

(E2V )5
)

. (2.22)

• k = 1, n = 10:
∥
∥
∥
∥

f (10)(θs)V

10!(f (2)(θs)V )5
s10
∥
∥
∥
∥
= O

(
1

(E2V )4
)

. (2.23)

• k = 2, n1 = n2 = 3:
∥
∥
∥
∥

(f (3)(θs)V )2

(3!)2(f (2)(θs)V )3
s6
∥
∥
∥
∥
=

1

E2V
5E2

4

12E2
2

θ2s +O
(

1

(E2V )5

)

. (2.24)

• k = 2, n1 = 3, n2 = 5:

2×
∥
∥
∥
∥

(f (3)(θs)V )(f
(5)(θs)V )

3!5!(f (2)(θs)V )4
s8
∥
∥
∥
∥
= O

(
1

(E2V )2
θ2s

)

. (2.25)

• k = 2, n1 = n2 = 4:
∥
∥
∥
∥

(f (4)(θs)V )2

(4!)2(f (2)(θs)V )4
s8
∥
∥
∥
∥
=

1

(E2V )2
35E2

4

192E2
2

+O
(

1

(E2V )2
θ2s

)

. (2.26)

• k = 2, n1 = 4, n2 = 6:

2×
∥
∥
∥
∥

(f (4)(θs)V )(f (6)(θs)V )

4!6!(f (2)(θs)V )5
s10
∥
∥
∥
∥
=

1

(E2V )3
7E4E6
64E2

2

+O
(

1

(E2V )5

)

. (2.27)

• k = 2, n1 = 4, n2 = 8:

2×
∥
∥
∥
∥

(f (4)(θs)V )(f (8)(θs)V )

4!8!(f (2)(θs)V )6
s12
∥
∥
∥
∥
= O

(
1

(E2V )4
)

. (2.28)

• k = 2, n1 = n2 = 6:
∥
∥
∥
∥

(f (6)(θs)V )
2

(6!)2(f (2)(θs)V )6
s12
∥
∥
∥
∥
= O

(
1

(E2V )4
)

. (2.29)
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• k = 3, n1 = n2 = 3, n3 = 4:

3×
∥
∥
∥
∥

(f (3)(θs)V )2(f (4)(θs)V )

(3!)24!(f (2)(θs)V )5
s10
∥
∥
∥
∥
= O

(
1

(E2V )2
θ2s

)

. (2.30)

• k = 3, n1 = n2 = n3 = 4:

∥
∥
∥
∥

(f (4)(θs)V )3

(4!)3(f (2)(θs)V )6
s12
∥
∥
∥
∥
=

1

(E2V )3
385E3

4

512E3
2

+O
(

1

(E2V )5

)

. (2.31)

• k = 3, n1 = n2 = 4, n3 = 6:

3×
∥
∥
∥
∥

(f (4)(θs)V )2(f (6)(θs)V )

(4!)26!(f (2)(θs)V )7
s14
∥
∥
∥
∥
= O

(
1

(E2V )4

)

. (2.32)

• k = 4, n1 = n2 = n3 = n4 = 4:

∥
∥
∥
∥

(f (4)(θs)V )
4

(4!)4(f (2)(θs)V )8
s16
∥
∥
∥
∥
= O

(
1

(E2V )4
)

. (2.33)

Inserting these expressions into (2.18) leads to

G = 1 +
1

E2V

(

− E4
8E2

+

(

− E6
16E2

+
E2
4

3E2
2

)

θ2s

)

+
1

(E2V )2

(

− E6
48E2

+
35E2

4

384E2
2

)

+
1

(E2V )3
(

− E8
384E2

+
7E4E6
256E2

2

− 385E3
4

3072E3
2

)

+O
(

1

(E2V )4
,

1

(E2V )2
θ2s

) (2.34)

and, after inserting the expansion of θs (2.14), yields

G = 1− 1

E2V
E4
8E2

+
1

(E2V )2

(

− E6
48E2

+
35E2

4

384E2
2

)

+
1

(E2V )3

(

− E8
384E2

+
7E4E6
256E2

2

− 385E3
4

3072E3
2

+

( E6
16E2

− E2
4

3E2
2

)

Q2

)

+O
(

1

(E2V )4
,

1

(E2V )4
Q2

)

.

(2.35)

The remaining terms in (2.17) expressed in powers of V are

f(θs)V = E0V +
1

E2V
1

2
Q2 +

1

(E2V )3
E4
24E2

Q4 +O
(

1

(E2V )5
)

(2.36)

and

f (2)(θs)V = E2V
(

1− 1

(E2V )2
E4
2E2

Q2 +O
(

1

(E2V )4
Q4

))

. (2.37)
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Combining (2.17), (2.35), (2.36) and (2.37) yields the final result for ZQ,V ,

ZQ,V =
1√

2πE2V

(

exp

(

− E0(0, Vs)T − 1

E2V
1

2
Q2 − 1

(E2V )3
E4
24E2

Q4

)

(

1− 1

(E2V )2
E4
2E2

Q2

)−1/2

G

+O
(

1

(E2V )4
Q4

))

=

=
1√

2πE2V

(

exp

(

−E0(0, Vs)T − 1

E2V
1

2
Q2 − 1

(E2V )3
E4
24E2

Q4

)

(

1− 1

(E2V )2
E4
2E2

Q2

)−1/2

(

1− 1

E2V
E4
8E2

+
1

(E2V )2

(

− E6
48E2

+
35E2

4

384E2
2

)

+
1

(E2V )3

(

− E8
384E2

+
7E4E6
256E2

2

− 385E3
4

3072E3
2

+

( E6
16E2

− E2
4

3E2
2

)

Q2

)

+O
(

1

E4
2V

4
,

1

E4
2V

4
Q2 ,

1

E4
2V

4
Q4

))

.

(2.38)

2.2 Comparison with [11]

It is easy to see that equation (2.16) derived in [11],

ZQ =
1√

2πβV χt
exp

(

− Q2

2βV χt

)(

1 +O
(
γ

βV

))

, (2.39)

is contained in our result (2.38), after changing notation according to βV → V and χt → E2
(in [11] E0 = 0 has been assumed and γ ∝ E4 is a constant).

3 Two-point correlation functions CQ,V (t) at fixed topol-

ogy and finite spacetime volume

In this section we derive a relation between physical hadron masses (i.e. at unfixed topology
and θ = 0) and the corresponding two-point correlation functions at fixed topological charge
Q and finite spacetime volume V , denoted as CQ,V (t), up to O(1/V 3).

3.1 Calculation of the 1/V expansion of CQ,V (t)

Two-point correlation functions at fixed topological charge Q and finite spacetime volume V
are defined as

CQ,V (t) ≡
1

ZQ,V

ˆ

DADψDψ̄ δQ,Q[A]O
†(t)O(0)e−SE [A,ψ̄,ψ]. (3.1)
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O denotes a suitable hadron creation operator, for example for the charged pion π+ a common
choice is

O ≡ 1√
Vs

ˆ

d3r d̄(r)γ5u(r) (3.2)

(cf. e.g. [20] for an introduction in lattice hadron spectroscopy and the construction of hadron
creation operators). CQ,V (t) is related to a corresponding two-point correlation function at
non-vanishing θ angle and finite spacetime volume V defined as

Cθ,V (t) ≡
1

Zθ,V

ˆ

DADψDψ̄ O†(t)O(0)e−SE,θ[A,ψ̄,ψ] (3.3)

via a Fourier transform,

CQ,V (t) =
1

2πZQ,V

ˆ +π

−π

dθZθ,V Cθ,V (t)eiQθ. (3.4)

Cθ,V (t) can be expressed in terms of energy eigenstates |n; θ, Vs〉 and eigenvalues,

Cθ,V (t)Zθ,V =
∑

n,m

∣
∣
∣〈m; θ, Vs|O|n; θ, Vs〉

∣
∣
∣

2

e−Em(θ,Vs)te−En(θ,Vs)(T−t). (3.5)

When applied to the vacuum |0; θ, Vs〉, the hadron creation operator O creates a state, which
has the quantum numbers of the hadron of interest H , which are assumed to be not iden-
tical to those of the vacuum, even at θ 6= 0. These states are denoted by |H, n; θ, Vs〉, the
corresponding eigenvalues by EH,n(θ, Vs). H is typically the lowest state in that sector, i.e.
|H, 0; θ, Vs〉 with mass MH(θ) ≡ EH,0(θ, Vs) − E0(θ, Vs) (in this section we again neglect or-
dinary finite volume effects, i.e. finite volume effects not associated with fixed topology; cf.
section 4.2 for a discussion). Using this notation one can rewrite (3.5) according to

Cθ,V (t)Zθ,V =

= α(θ, Vs)e
−E0(θ,Vs)T e−MH (θ)t +O(e−E0(θ,Vs)T e−M

∗

H
(θ)t) +O(e−E0(θ,Vs)T e−MH (θ)(T−t)) =

= α(θ, Vs)e
−E0(θ,Vs)T e−MH (θ)t

(

1 +O(e−(M∗

H
(θ)−MH (θ))t) +O(e−MH(θ)(T−2t))

)

,

(3.6)
where α(θ, Vs) ≡ |〈H, 0; θ, Vs|O|0; θ, Vs〉|2 and M∗

H(θ) ≡ EH,1(θ, Vs)−E0(θ, Vs) is the mass of
the first excitation with the quantum numbers of H .

For suitably normalized hadron creation operators O, e.g. operators

O ≡ 1√
Vs

ˆ

d3r O′(r), (3.7)

where O′(r) is a local operator, i.e. an operator exciting quark and gluon fields only at or
close to r, α is independent of Vs, i.e. α = α(θ). Moreover, for operators O respecting
either POP = +O or POP = −O, i.e. operators with defined parity P , one can show
α(+θ) = α(−θ) by using |n; +θ, Vs〉 = P |n;−θ, Vs〉. In the following we assume that O is
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suitably normalized and has defined parity. Then α(θ) can be written as a power series
around θ = 0 according to

α(θ) =

∞∑

k=0

α(2k)(0)θ2k

(2k)!
= α(0) exp

(

ln

( ∞∑

k=0

α(2k)(0)θ2k

(2k)!α(0)

)

︸ ︷︷ ︸

≡β(θ)=
∑

∞

k=1
β(2k)(0)θ2k

(2k)!

)

. (3.8)

Inserting α(θ) in (3.6) and neglecting exponentially suppressed corrections (cf. section 4.2 for
a discussion) leads to

Cθ,V (t)Zθ,V = α(0)e−(e0(θ)V+MH (θ)t+β(θ)). (3.9)

In analogy to (2.9) we define

fC(θ) ≡ fC(θ,Q, V ) ≡ e0(θ) +
MH(θ)t+ β(θ)− iQθ

V
. (3.10)

For two-point correlation functions at fixed topology we then arrive at a similar form as for
ZQ,V (eq. (2.10)),

CQ,VZQ,V =
α(0)

2π

ˆ +π

−π

dθ e−fC(θ)V . (3.11)

With

F2k ≡ E2k +
M

(2k)
H (0)t+ β(2k)(0)

V
= E2k

(

1 +
x2k
E2kV

)

, x2k ≡ M
(2k)
H (0)t+ β(2k)(0) (3.12)

the expansion of the exponent is

fC(θ)V =

∞∑

k=0

F2kθ
2k

(2k)!
V − iQθ. (3.13)

Up to O(1/(E2V )4) its minimum can easily be obtained by using (2.14),

θs,C = i

(
1

F2V
Q +

1

(F2V )3
F4

6F2
Q3

)

+O
(

1

(F2V )5

)

= i

(
1

E2V (1 + x2/E2V )
Q+

1

(E2V )3
E4(1 + x4/E4V )
6E2(1 + x2/E2V )4

Q3

)

+O
(

1

(E2V )5
)

.

(3.14)

CQ,V (t)ZQ,V can be written in the same form as ZQ,V (eq. (2.17)),

CQ,VZQ,V =
e−fC(θs,C)V

2π(f
(2)
C (θs,C)V )1/2

∥
∥
∥
∥
exp

(

−
∞∑

n=3

f
(n)
C (θs,C)V

n!(f
(2)
C (θs,C)V )n/2

sn
)∥
∥
∥
∥

︸ ︷︷ ︸

≡GC

. (3.15)
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Using (2.35) and (2.38) yields an explicit expression up to O(1/(E2V )3),

CQ,V (t)ZQ,V =
α(0)√
2πF2V

(

exp

(

−F0V − 1

F2V

1

2
Q2 − 1

(F2V )3
F4

24F2

Q4

)

(

1− 1

(F2V )2
F4

2F2

Q2

)−1/2

GC +O
(

1

(E2V )4
Q4

))

=

=
1√

2πE2V
α(0)

√

1 + x2/E2V
(

exp

(

− E0T −MH(0)t−
1

E2V (1 + x2/E2V )

1

2
Q2

− 1

(E2V )3
E4(1 + x4/E4V )

24E2(1 + x2/E2V )4
Q4

)

(

1− 1

(E2V )2
E4(1 + x4/E4V )
2E2(1 + x2/E2V )3

Q2

)−1/2

GC +O
(

1

(E2V )4
Q4

))

(3.16)

with

GC = 1− 1

F2V

F4

8F2
+

1

(F2V )2

(

− F6

48F2
+

35F2
4

384F2
2

)

+
1

(F2V )3

(

− F8

384F2

+
7F4F6

256F2
2

− 385F3
4

3072F3
2

+

( F6

16F2

− F2
4

3F2
2

)

Q2

)

+O
(

1

(E2V )4
,

1

(E2V )4
Q2

)

=

= 1− 1

E2V
E4(1 + x4/E4V )

8E2(1 + x2/E2V )2

+
1

(E2V )2
(

− E6(1 + x6/E6V )
48E2(1 + x2/E2V )3

+
35E2

4 (1 + x4/E4V )2

384E2
2 (1 + x2/E2V )4

)

+
1

(E2V )3
(

− E8(1 + x8/E8V )

384E2(1 + x2/E2V )4
+

7E4(1 + x4/E4V )E6(1 + x6/E6V )
256E2

2 (1 + x2/E2V )5

− 385E3
4 (1 + x4/E4V )3

3072E3
2 (1 + x2/E2V )6

+

( E6(1 + x6/E6V )
16E2(1 + x2/E2V )4

− E2
4 (1 + x4/E4V )2

3E2
2 (1 + x2/E2V )5

)

Q2

)

+O
(

1

(E2V )4
,

1

(E2V )4
Q2

)

.

(3.17)
After inserting ZQ,V (eq. (2.38)), it is straightforward to obtain the final result for two-
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point correlation functions at fixed topology,

CQ,V (t) =
α(0)

√

1 + x2/E2V

exp

(

−MH(0)t−
1

E2V

(
1

1 + x2/E2V
− 1

)
1

2
Q2

− 1

(E2V )3
E4
24E2

(
1 + x4/E4V

(1 + x2/E2V )4
− 1

)

Q4

)

(

1− 1

(E2V )2
E4
2E2

Q2

)+1/2(

1− 1

(E2V )2
E4(1 + x4/E4V )

2E2(1 + x2/E2V )3
Q2

)−1/2
GC

G

+O
(

1

(E2V )4
Q4

)

,

(3.18)

where G and GC are given in (2.35) and (3.17) (note that after inserting G and GC in (3.18)
the error is O(1/(E2V )4 , Q2/(E2V )4 , Q4/(E2V )4)). For some applications it might be helpful
to have an expression for two-point correlation functions at fixed topology, which is of the
form

CQ,V (t) = const × exp
(

−MH(0)t+ fixed topology corrections as a power series in 1/E2V
)

,

(3.19)
i.e. where fixed topology effects only appear in the exponent and are sorted according to
powers of 1/E2V . Such an expression can be obtained in a straightforward way from (3.18),

CQ,V (t) = α(0) exp

(

−MH(0)t−
1

E2V
x2
2

− 1

(E2V )2

(
x4 − 2(E4/E2)x2 − 2x22

8
− x2

2
Q2

)

− 1

(E2V )3
(
16(E4/E2)2x2 + x6 − 3(E6/E2)x2 − 8(E4/E2)x4 − 12x2x4 + 18(E4/E2)x22 + 8x32

48

− x4 − 3(E4/E2)x2 − 2x22
4

Q2

))

+O
(

1

(E2V )4
,

1

(E2V )4
Q2 ,

1

(E2V )4
Q4

)

.

(3.20)
Note that the order of the error is the same for both (3.18) and (3.20).

3.2 Comparison with [11]

One can see that equations (3.8) and (3.9) derived in [11],
〈

O(t1)O(t2)
〉

∼ AQe
−MQ(t1−t2) (3.21)

and

MQ =M(0) +
1

2
M ′′(0)

1

βV χt

(

1− Q2

βV χt

)

+ . . . (3.22)

12



are contained in our result (3.18) and (3.20), respectively, after changing notation according
to 〈O(t1)O(t2)〉 → CQ,V (t), AQ → α(0), M(0) →MH(0) and t1 − t2 → t.

4 Discussion of errors

In this section we discuss, in which regime of parameters our 1/V expansions of two-point
correlation functions at fixed topology (3.18) and (3.20) are accurate approximations.

4.1 Errors proportional to 1/E2V
In section 2.1 the spacetime dependence of two-point correlation functions CQ,V (t) has been
derived up to 1/V 3. More precisely, the error is

O
(

1

(E2V )4
,

1

(E2V )4
Q2 ,

1

(E2V )4
Q4

)

(4.1)

(cf. (3.18), the text below (3.18) and (3.20)). This error will be small, if

(C1) 1/E2V ≪ 1 , |Q|/E2V ≪ 1.

In other words, computations at fixed topology require large spacetime volumes V (in units
of the topological susceptibility χt = E2), while the topological charge Q may not be too
large. We have also used F2 = E2 +O(1/E2V ), which requires

(C2) |x2| = |M (2)
H (0)t+ β(2)(0)| <∼ 1.

The time dependence of this constraint excludes the use of large values of t.

4.2 Exponentially suppressed errors

In sections 2.1 and 3.1 several exponentially suppressed corrections have been neglected:

(a) Ordinary finite volume effects, i.e. finite volume effects not associated with
fixed topology:
Such finite volume effects also appear in QCD simulations, where topology is not fixed.
These effects are expected to be proportional to e−mπ(θ)L, where mπ(θ) is the mass of
the pion (the lightest hadron mass) and L is the periodic spatial extension.

(b) Contributions of excited states to the partition function and to two-point
correlation functions:
Excited states contribute to the partition function Zθ,V proportional to e−∆E(θ)T (cf.
(2.8)), where ∆E(θ) = E1(θ, Vs) − E0(θ, Vs) is the mass of the lightest hadron, i.e.
∆E(θ) = mπ(θ).
The corresponding dominating terms in a two-point correlation function Cθ,V (t)Zθ,V are
proportional to e−(M∗

H
(θ)−MH (θ))t and e−MH (θ)(T−2t) (cf. (3.6)), where MH(θ) is the mass

of the hadron of interest and M∗
H(θ)−MH(θ) the difference to its first excitation.
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(c) Changing the integration limits in (2.10) from
´ +π

−π
to
´ +∞

−∞
:

The relative error is expected to be suppressed exponentially by the second term in the
exponential in (2.11) and, therefore, proportional to

exp

(

− E2V
2

(π − θs)
2

)

≈ exp

(

− π2E2V
2

)

. (4.2)

In zero temperature QCD simulations typically T >
∼L. For sufficiently large values of mπ(θ)L,

e.g.

(C3) mπ(θ)L >
∼ 3 . . . 5 ≫ 1

as typically required in QCD simulations, corrections (a) and for the partition function
also (b) should essentially be negligible. To be able to ignore corrections (b) for two-point
correlation functions, one needs

(C4) (M∗
H(θ)−MH(θ))t≫ 1 , MH(θ)(T − 2t) ≫ 1.

Corrections (c) can be neglected, if E2V ≫ 1, which is already part of (C1).
For a discussion of the conditions (C1) to (C4) in the context of a numerical example

cf. section 5.

5 Calculations at fixed topology in quantum mechanics

To test the equations derived in the previous sections, in particular (3.18) and (3.20), we
study a simple model, quantum mechanics on a circle. It can be solved analytically or, in
case of a potential, numerically up to arbitrary precision. We extract the difference of the
two lowest energy eigenvalues, the equivalent of a hadron mass in QCD, from two-point
correlation functions calculated at fixed topology. The insights obtained might be helpful for
determining hadron masses from fixed topology simulations in QCD.

5.1 A particle on a circle in quantum mechanics

The Lagrangian of a quantum mechanical particle (mass m) on a circle (radius r) parame-
terized by the angle ϕ is

L ≡ mr2

2
ϕ̇2 − U(ϕ) =

I

2
ϕ̇2 − U(ϕ), (5.1)

where I ≡ mr2 is the moment of inertia. The potential U will be specified below.
A periodic time with extension T implies ϕ(t + T ) = ϕ(t) + 2πQ, Q ∈ Z, and gives rise

to topological charge
1

2π

ˆ T

0

dt ϕ̇ =
1

2π

(

ϕ(T )− ϕ(0)
)

= Q. (5.2)

The topological charge density is q ≡ ϕ̇/2π. Exemplary paths with topological charge Q = 0
and Q = 1 are sketched in Figure 5.1.
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Figure 5.1: paths with topological charge Q = 0 and Q = 1.

The path integral for the Euclidean partition function is

Z ≡
ˆ

Dϕe−SE [ϕ] , SE [ϕ] ≡
ˆ T

0

dt LE , LE ≡ I

2
ϕ̇2 + U(ϕ), (5.3)

where the integration
´

Dϕ is over all paths, which are T -periodic modulo 2π, i.e. over all
topological sectors.

The corresponding path integral over a single topological sector Q, which is relevant in
the context of topology fixing, is

ZQ,T ≡
ˆ

DϕδQ,Q(ϕ)e
−SE [ϕ] =

ˆ

Dϕ
1

2π

ˆ +π

−π

dθ ei(Q−Q(ϕ))θe−SE [ϕ] =

=
1

2π

ˆ +π

−π

dθ eiθQ
ˆ

Dϕ exp

(

−
(

SE [ϕ] + iθ
1

2π

ˆ T

0

dt ϕ̇

)

︸ ︷︷ ︸

≡SE,θ[ϕ]

)

︸ ︷︷ ︸

≡Zθ,T

(5.4)

(note that the analog of the spacetime volume V in QCD is in quantum mechanics the
temporal extension T , i.e. throughout this section V → T ). One can read off both Zθ,T and
SE,θ. The θ-dependent Hamiltonian, which can be obtained as usual, is

Hθ ≡
1

2I

(

pϕ +
θ

2π

)2

+ U(ϕ). (5.5)

5.2 A free particle, U = 0

5.2.1 Eigenfunctions and eigenvalues

For U = 0 the eigenfunctions ψn and eigenvalues En of Hθ can be determined analytically,

Hθψn(ϕ) = Enψn(ϕ) → ψn(ϕ) =
e+inϕ√
2π

, En(θ) =
1

2I

(

n+
θ

2π

)2

. (5.6)

Note that in previous sections we used En(+θ) = En(−θ). While the spectrum fulfills this
+θ ↔ −θ symmetry, it is clearly violated by our mathematical parameterization (5.6) for
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n 6= 0 (cf. Figure 5.2, left plot). An equivalent set of eigenfunctions and eigenvalues fulfilling
the +θ ↔ −θ symmetry is

ψ̄n(ϕ) = Θ(+θ)
e+inϕ√
2π

+Θ(−θ)e
−inϕ

√
2π

, Ēn(θ) =
1

2I

(

n+
|θ|
2π

)2

(5.7)

(cf. Figure 5.2, right plot).

Figure 5.2: the low lying spectrum for U = 0; (left) EnI as a function of θ (eq. (5.6));
(right) ĒnI as a function of θ (eq. (5.7)).

5.2.2 Partition function

The partition function ZQ,T is the Fourier transform of Zθ,T (cf. (5.4)). After inserting the
eigenvalues En(θ) and changing the variables of integration according to θ → θ′ = θ + 2πn,
one obtains a Gaussian integral, which is analytically solvable,

ZQ,T =
1

2π

ˆ +π

−π

dθ eiQθZθ,T =
1

2π

ˆ +π

−π

dθ eiQθ
∑

n

exp

(

− 1

2I

(

n+
θ

2π

)2

T

)

=

=
1

2π

∑

n

ˆ +π−2πn

−π−2πn

dθ′

︸ ︷︷ ︸

=
´+∞

−∞
dθ′

eiQθ
′

exp

(

− T

8π2I
θ′2
)

=

√

2πI

T
exp

(

− 2π2I

T
Q2

)

.
(5.8)

This exact result can be compared with the approximation (2.38), after inserting E0(0, Vs) →
E0(θ = 0) = θ2/8π2I|θ=0 = 0, E2 = E

(2)
0 (θ = 0) = 1/4π2I and En = 0 for n 6= 2,

ZQ,T =

√

2πI

T
exp

(

− 2π2I

T
Q2

)

+O
(

1

E4
2T

4
,

1

E4
2T

4
Q2 ,

1

E4
2T

4
Q4

)

. (5.9)

Even though power corrections proportional to 1/T 4 and exponentially suppressed corrections
have been neglected, the approximation is identical to the exact result (5.8).
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5.2.3 Two-point correlation function

We use the creation operator O ≡ sin(ϕ) (on a circle operators must be 2π-periodic in ϕ).
Note that

• O|ψ̄0; θ〉 is orthogonal to the ground state |ψ̄0; θ〉, which is required for (3.6) (and
consequently for (3.18) and (3.20)) to be valid,

• O|ψ̄0; θ〉 has non-vanishing overlap to the first excitation |ψ̄−1; θ〉,

i.e. O is a suitable creation operator for the first excitation |ψ̄−1; θ〉.
The two-point correlation function CQ,T (t) is the Fourier transform of Cθ,T (t), which can be

expanded in terms of energy eigenstates (cf. (3.4) and (3.5)). After inserting the eigenvalues
En(θ) (eq. (5.6)), using 〈ψm; θ|O|ψn; θ〉 = (δm,n+1 + δm,n−1)/2 and changing the variables of
integration according to θ → θ+2πn as in (5.8), one again obtains a Gaussian integral, which
can be solved exactly,

CQ,T (t) =
1

2
exp

(

− t(T − t)

2IT

)

cos

(
2πQt

T

)

. (5.10)

The analog of the lightest hadron mass in QCD is the difference of the energy eigenvalues
of the first excitation and the ground state,

MH(θ) = Ē−1(θ)− Ē0(θ) =
1− |θ|/2π

2I
. (5.11)

Clearly M
(2)
H (0) = ∞, which implies x2 = ∞. This in turn severely violates condition (C2) of

section 4.1, which was assumed to be fulfilled, when deriving the approximations of two-point
correlation functions (3.18) and (3.20). In other words, agreement between the exact result
(5.10) and (3.18) and (3.20) cannot be expected and is neither observed.

To circumvent the problem, one can use the eigenvalue parameterization (5.6), which,
however, does not fulfill En(+θ) = En(−θ). The consequence is that the expansion (3.13) may
also contain odd terms F1θ, F3θ

3/6, etc. For a free particle, however, only few parameters
are non-zero,

• E0(θ) = θ2/8π2I
→ E2 = 1/4π2I,

• MH,±1(θ) ≡ E±1(θ)− E0(θ) = (1± θ/π)/2I
(the two lightest hadron masses need to be considered, since MH,+1(θ) < MH,−1(θ) for
θ < 0 and MH,+1(θ) > MH,−1(θ) for θ > 0; cf. Figure 5.2)

→ MH,±1(0) = 1/2I , M
(1)
H,±1(0) = ±1/2πI,

• α(θ) = 1/4
→ α(0) = 1/4.

All further parameters En, M (n)
H,±1(0) and β(n) vanish. Consequently, F0 = MH,±1(0)t/T ,

F1 =M
(1)
H,±1(0)t/T and F2 = E2, while Fn = 0 for n ≥ 3. In other words in (3.13) there is only
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a single additional term, F1θ. Since this term is proportional to θ, and since there is already
a term proportional to θ in (3.13), −iQθ, it can easily be included in the calculation from

section 3 by replacing Q→ Q+ iM
(1)
H,+1(0)t and Q→ Q+ iM

(1)
H,−1(0)t in (3.16), respectively,

and by adding both results, to obtain CQ,V (t)ZQ,V . Inserting the above listed parameters
and dividing by ZQ,V (eq. (5.9)) one finds

CQ,T (t) =
1

2
exp

(

− t(T − t)

2IT

)

cos

(
2πQt

T

)

+O
(

1

E4
2T

4
,

1

E4
2T

4
Q2 ,

1

E4
2T

4
Q4

)

, (5.12)

which is identical to the exact result (5.10), even though power corrections proportional to
1/T 4 and exponentially suppressed corrections have been neglected.

The problems associated with M
(2)
H,±(0) = ∞, do not appear, when a potential U 6= 0 is

chosen (cf. section 5.3 and Figure 5.3). They are also not expected to be present in QCD.

5.3 A particle in a square well

Now we study a square well potential

U(ϕ) ≡
{

0 if − ρ/2 < ϕ < +ρ/2

U0 otherwise
(5.13)

(U0 > 0 is the depth and ρ > 0 the width of the well). Again we use the creation operator
O ≡ sin(ϕ), for which one can show 〈0; θ|O|0; θ〉 = 0 2 (cf. appendix A.2).

5.3.1 Solving the model numerically

For the square well potential (5.13) the Schrödinger equation cannot be solved analytically,
but numerically up to arbitrary precision, i.e. no simulations are required. For these nu-
merical computations we express all dimensionful quantities in units of I, i.e. we work with
dimensionless quantities (denoted by a hat ˆ) I → Î = I/I = 1, T → T̂ = T/I and
U0 → Û0 = U0I. For the numerical results presented in this section we have used Û0 = 5.0
and ρ = 0.9× 2π.

We proceeded as follows:

1. Solve Schrödinger’s equation

Ĥθψn(ϕ; θ) = Ên(θ)ψn(ϕ; θ) , Ĥθ =
1

2

(

pϕ +
θ

2π

)2

+ Û(ϕ) (5.14)

(Ĥθ ≡ HθI, Ên(θ) = En(θ)I, Û ≡ UI) as outlined in appendix A.1. The resulting low
lying spectrum is shown in Figure 5.3.

2A complicated theory like QCD has many symmetries and, therefore, many orthogonal sectors of states,
which are labeled by the corresponding quantum numbers (total angular momentum, charge conjugation,
flavor quantum numbers). In such a theory one typically chooses an operator exciting states, which do not
have the quantum numbers of the vacuum, i.e. where 〈0; θ, Vs|O|0; θ, Vs〉 = 0, due to symmetry. In the simple
quantum mechanical model parity is the only symmetry, which is broken at θ 6= 0. Therefore, constructing an
appropriate creation operator is less straightforward, because 〈0; θ|O|0; θ〉 = 0 is not guaranteed by obvious
symmetries, but has to be shown explicitly.
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2. Use the resulting energy eigenvalues Ê0(θ) and Ê1(θ) to determine

• Ên = Ê
(n)
0 (0), n = 0, 2, 4, 6, 8.

• M̂
(n)
H (0) = (d/dθ)n(Ê1(θ)− Ê0(θ))|θ=0, n = 0, 2, 4, 6, 8

and the resulting wave functions ψ0(ϕ; θ) and ψ1(ϕ; θ) to determine

• α(n)(0), n = 0, 2, 4, 6, 8,

• β(n)(0), n = 2, 4, 6, 8,

where

α(θ) =

∣
∣
∣
∣

ˆ 2π

0

dϕ (ψ1(ϕ; θ))
∗ sin(ϕ)ψ0(ϕ; θ)

∣
∣
∣
∣

2

, β(θ) = − ln

(
α(θ)

α(0)

)

. (5.15)

These are the parameters of the two-point correlation function CQ,T̂ (t̂), t̂ = t/I (eqs.

(3.18) and (3.20)). For Û0 = 5.0 and ρ = 0.9× 2π they are collected in Table 1.

3. Calculate Cθ,T (t̂) using sufficiently many low lying energy eigenvalues and corresponding
wave functions from step 1 such that the exponentially suppressed error is negligible
already for very small temporal separations (cf. eqs. (2.1) and (3.5)).

4. Perform a Fourier transformation numerically to obtain CQ,T̂ (t̂), the exact correlation
function at fixed topology.

5. Define and calculate the effective mass

M̂ eff

Q,T̂
(t̂) ≡ − d

dt̂
ln
(

CQ,T̂ (t̂)
)

. (5.16)

Figure 5.3: the low lying energy eigenvalues Ên for the square well potential (5.13) with
Û0 = 5.0 and ρ = 0.9× 2π as functions of θ.
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n Ên M̂
(n)
H (0) α(n)(0) β(n)(0)

0 +0.11708 +0.40714 +0.50419
2 +0.00645 −0.03838 −0.00357 +0.00709
4 −0.00497 +0.04983 +0.00328 −0.00636
6 +0.00042 −0.13191 −0.04721 +0.09308
8 +0.00834 +0.95631 +0.91037 −1.77931

Table 1: the parameters of the two-point correlation function CQ,T̂ (t̂) (eqs. (3.18) and (3.20))

for Û0 = 5.0 and ρ = 0.9× 2π.

5.3.2 Effective masses at fixed topology

In Figure 5.4 we show effective masses M̂ eff

Q,T̂
(eq. (5.16)) as functions of the temporal separa-

tion t̂ for different topological sectors Q and T̂ = 6.0/Ê2 ≈ 930.2. As usual at small temporal
separations the effective masses are quite large and strongly decreasing, due to the presence
of excited states. At large temporal separations there are also severe deviations from a con-
stant behavior. This contrasts ordinary quantum mechanics or quantum field theory (i.e.
at unfixed topology) and is caused by topology fixing. This effect is also visible in the 1/V
expansion of the two point correlation function, in particular in (3.20), where the exponent
is not purely linear in t for large t, but contains also terms proportional to t2 and t3. At
intermediate temporal separations there are plateau-like regions, which become smaller with
increasing topological charge Q.

Figure 5.4: effective masses M̂ eff

Q,T̂
as functions of the temporal separation t̂ for different

topological sectors Q and T̂ = 6.0/Ê2 ≈ 930.2.
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5.3.3 Comparison of the 1/V expansions of CQ,T (t) and the exact result

In Figure 5.5 we show effective masses derived from the 1/V expansions of two-point correla-
tion functions3 (3.18) (left column) and (3.20) (right column) using the definition (5.16). The
first, second and third row correspond to Q = 0, |Q| = 1 and |Q| = 2, respectively. To illus-
trate the relative importance of 1/V , 1/V 2 and 1/V 3 terms, we also show versions of (3.18)
and (3.20), which are only derived up to O(1/V ) and O(1/V 2). While less accurate, these
expressions contain a smaller number of parameters, which might be an advantage, when
e.g. fitting to results from lattice simulations (such a fitting is discussed in section 5.3.4). In
detail the following curves are shown with V → T and the parameters taken from Table 1:

• M̂ eff

Q,T̂
(t̂) from (3.18), derived up to O(1/V ):

CQ,V (t) =
α(0)

√

1 + x2/E2V
exp

(

−MH(0)t−
1

E2V

(
1

1 + x2/E2V
− 1

)
1

2
Q2

)
GC

G

GC = 1− 1

E2V
E4(1 + x4/E4V )

8E2(1 + x2/E2V )2

G = 1− 1

E2V
E4
8E2

;

(5.17)

8 parameters (E2, E4, MH(0), M
(2)
H (0), M

(4)
H (0), α(0), β(2)(0), β(4)(0)).

• M̂ eff

Q,T̂
(t̂) from (3.18), derived up to O(1/V 2):

CQ,V (t) =
α(0)

√

1 + x2/E2V

exp

(

−MH(0)t−
1

E2V

(
1

1 + x2/E2V
− 1

)
1

2
Q2

)

(

1− 1

(E2V )2
E4
2E2

Q2

)+1/2(

1− 1

(E2V )2
E4(1 + x4/E4V )

2E2(1 + x2/E2V )3
Q2

)−1/2
GC

G

GC = 1− 1

E2V
E4(1 + x4/E4V )
8E2(1 + x2/E2V )2

+
1

(E2V )2

(

− E6(1 + x6/E6V )

48E2(1 + x2/E2V )3
+

35E2
4 (1 + x4/E4V )2

384E2
2 (1 + x2/E2V )4

)

G = 1− 1

E2V
E4
8E2

+
1

(E2V )2
(

− E6
48E2

+
35E2

4

384E2
2

)

;

(5.18)

11 parameters (E2, E4, E6, MH(0), M
(2)
H (0), M

(4)
H (0), M

(6)
H (0), α(0), β(2)(0), β(4)(0),

β(6)(0)).

• M̂ eff

Q,T̂
(t̂) from (3.18) (which is derived up to O(1/V 3));

14 parameters (E2, E4, E6, E8, MH(0), M
(2)
H (0), M

(4)
H (0), M

(6)
H (0), M

(8)
H (0), α(0),

β(2)(0), β(4)(0), β(6)(0), β(8)(0)).

3Note that in quantum mechanics a 1/V expansion is a 1/T expansion.
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• M̂ eff

Q,T̂
(t̂) from (3.20), up to O(1/V ):

CQ,V (t) = α(0) exp

(

−MH(0)t−
1

E2V
x2
2

)

; (5.19)

5 parameters (E2, MH(0), M
(2)
H (0), α(0), β(2)(0)).

• M̂ eff

Q,T̂
(t̂) from (3.20), up to O(1/V 2):

CQ,V (t) =

= α(0) exp

(

−MH(0)t−
1

E2V
x2
2

− 1

(E2V )2
(
x4 − 2(E4/E2)x2 − 2x22

8
− x2

2
Q2

))

;

(5.20)

8 parameters (E2, E4, MH(0), M
(2)
H (0), M

(4)
H (0), α(0), β(2)(0), β(4)(0)).

• M̂ eff

Q,T̂
(t̂) from (3.20) (which is derived up to O(1/V 3));

11 parameters (E2, E4, E6, MH(0), M
(2)
H (0), M

(4)
H (0), M

(6)
H (0), α(0), β(2)(0), β(4)(0),

β(6)(0)).

Note that the definition (5.16) of M̂ eff

Q,T̂
(t̂) eliminates α(0), i.e. effective masses have one

parameter less than the corresponding two-point correlation functions. For comparison we
also include the exact result already shown and discussed in Figure 5.4. Finally, the dashed
line indicates the “hadron mass” M̂H(0) at unfixed topology, to demonstrate the effect of
topology fixing on effective masses.

The validity of the shown 1/V expansions has been discussed in section 4 and summa-
rized in terms of four conditions, which we check for the quantum mechanical example with
parameters Û0 = 5.0, ρ = 0.9× 2π and T̂ = 6.0/Ê2:

• (C1):
1 ≫ 1/E2T = 1/6.0 and 1 ≫ |Q|/E2T = 0 , 1/6.0 , 1/3.0 for |Q| = 0 , 1 , 2, i.e.
fulfilled. |Q| = 3, 4, . . . might need a larger T extension.

• (C2):

Solving (C2), |x2| = |M (2)
H (0)t+β(2)(0)| <∼ 1, with respect to t and inserting the numbers

from Table 1 yields t̂ <∼ |(1 + β(2)(0))/M̂
(2)
H (0)| ≈ 26.2. For significantly larger t̂ values

the accuracy of the 1/V expansions is expected to suffer. The “safe region” t̂ <∼ 26.2 is
shaded in light gray in Figure 5.5.

• (C3):
Figure 5.3 shows that M̂H(θ) (the analog of mπ in QCD) is minimal at θ = ±π,
M̂H(±π) = 0.336. mπL corresponds to M̂H(±π)T̂ and M̂H(±π)T̂ = 6.0×M̂H(±π)/Ê2 ≈
312.6 ≫ 1, i.e. the condition is clearly fulfilled.

• (C4):
Figure 5.3 shows that M̂∗

H(θ) − M̂H(θ) is minimal at θ = 0, M̂∗
H(0)− M̂H(0) = 0.520;

therefore, (M∗
H(0)−MH(0))t≫ 1 corresponds to t̂≫ 1/(M̂∗

H(0)− M̂H(0)) ≈ 1.92. We
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Figure 5.5: effective masses M̂ eff

Q,T̂
derived from the 1/V expansions of two-point correlation

functions as functions of the temporal separation t̂ for different topological sectors Q and
T̂ = 6.0/Ê2 ≈ 930.2.

consider 6.0 ≫ 1 and shade the corresponding safe region t̂ > 6.0 × 1.920 ≈ 11.5 in
light gray.
Finally MH(θ)(T − 2t) ≫ 1 can be solved with respect to t̂ resulting in t̂ ≪ (T̂ −
1/M̂H(θ))/2 ≈ 463.6. Clearly also this condition is fulfilled.

The effective mass plots shown in Figure 5.5 are consistent with these estimates. There is
nearly perfect agreement between the 1/V expansions of M̂ eff

Q,T̂
(t̂) and the exact results in the

gray regions. On the other hand the difference of the effective mass at fixed topology and the
mass at unfixed topology (the quantity one is finally interested in) is quite large. This clearly
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indicates that determining hadron masses from fixed topology simulations with standard
methods (e.g. fitting a constant to an effective mass at large temporal separations) might
lead to sizable systematic errors, which, however, can be reduced by orders of magnitude,
when using the discussed 1/V expansions of M̂ eff

Q,T̂
(t̂).

The number of parameters, in particular for the expansions derived up to O(1/V 3), i.e.
(3.18) and (3.20), is quite large. This could be a problem, when fitting these expressions to
lattice results for two-point correlation functions, where statistical accuracy is limited, e.g.
for expensive QCD simulations. A possibility to benefit from the higher order expansions at
least to some extent, while keeping at the same time the number of fit parameters small, is
to use eqs. (3.18) and (3.20) (i.e. expansions up to O(1/V 3)), but to set parameters, which
are expected to be less important, to zero. In Figure 5.6 we explore this possibility by
restricting (3.18) and (3.20) to the parameters E2, MH(0), M

(2)
H (0) and α(0), which are the

4 parameters of eq. (3.21), the 1/V expansion from the seminal paper [11]. In detail the
following curves are shown with the parameters taken from Table 1:

• M̂ eff

Q,T̂
(t̂) from (3.18).

• M̂ eff

Q,T̂
(t̂) from (3.18), restricted to the 3 parameters E2, MH(0) and M

(2)
H (0):

CQ,V (t) =
α(0)

√

1 + x2/E2V
exp

(

−MH(0)t−
1

E2V

(
1

1 + x2/E2V
− 1

)
1

2
Q2

)

(5.21)

with x2 ≡M
(2)
H t.

• M̂ eff

Q,T̂
(t̂) from (3.20).

• M̂ eff

Q,T̂
(t̂) from (3.20), restricted to the 3 parameters E2, MH(0) and M

(2)
H (0):

CQ,V (t) = α(0)

exp

(

−MH(0)t−
1

E2V
x2
2

+
1

(E2V )2

(
x22
4

+
x2
2
Q2

)

− 1

(E2V )3
(
x32
6

+
x22
2
Q2

))

(5.22)

with x2 ≡M
(2)
H t.

• M̂ eff

Q,T̂
(t̂) from (3.21), the 1/V expansion from [11].

Even though the number of parameters is identical, the “parameter restricted O(1/V 3) ex-
pansions”, in particular (5.21), are significantly closer to the exact result. In practice, when
fitting to a correlator from fixed topology QCD simulations with statistical errors, where one
is limited in the number of fit parameters, using (5.21) might be the best compromise.

5.3.4 Extracting hadron masses from fixed topology simulations

A straightforward method to determine physical hadron masses (i.e. hadron masses at unfixed
topology) from fixed topology simulations based on the 1/V expansion (3.21) and (3.22) has
been proposed in [11]:
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Figure 5.6: effective masses M̂ eff

Q,T̂
derived from (3.18) and (3.20) restricted to the parameters

E2, MH(0) and M
(2)
H (0) as functions of the temporal separation t̂ for different topological

sectors Q and T̂ = 6.0/Ê2 ≈ 930.2.

1. Perform simulations at fixed topology for different topological charges Q and spacetime
volumes V . Determine “fixed topology hadron masses” MQ,V (denoted by MQ in (3.21)
and [11]) using (3.21) for each simulation.

2. Determine the hadron mass MH(0) (the hadron mass at unfixed topology), M
(2)
H (0) and

E2 = χt by fitting (3.22) to the fixed topology hadron masses MQ,V obtained in step 1.

Note, however, that two-point correlation functions at fixed topology do not decay expo-
nentially ∝ e−MQ,V t at large temporal separations t (cf. e.g. (3.18)), as their counterparts at
unfixed topology do. Therefore, determining a fixed topology and finite volume mass MQ,V

is not clear without ambiguity. One could e.g. define MQ,V at some temporal separation tM ,
where the 1/V expansion is a good approximation, i.e. where the conditions (C2) and (C4)
from section 4 are fulfilled, using (5.16), i.e.

MQ,V ≡M eff

Q,V (tM ) = − d

dt
ln
(

CQ,V (t)
)∣
∣
∣
t=tM

. (5.23)

We now follow this strategy to mimic the method to determine a physical hadron mass
(i.e. at unfixed topology) from fixed topology computations using the quantum mechanical
model. To this end we choose t̂M = 20.0, i.e. a t̂M value inside the “safe gray regions” of
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Figure 5.5 and Figure 5.6. We use the exact result for the effective mass (shown e.g. in
Figure 5.4) in (5.23) to generate M̂Q,T̂ values for several topological charges Q = 0, 1, 2, 3, 4

and temporal extensions T̂ = 2.0/Ê2, 3.0/Ê2, . . . , 10.0/Ê2. Then we perform a single fit of
either the expansion (3.22) from [11] or our 1/V 3 version restricted to three parameters
(eq. (5.21)) inserted in (5.23) to these masses M̂Q,T̂ , to determine M̂H(0) (the hadron mass

at unfixed topology), M̂
(2)
H (0) and Ê2 = χ̂t (the curves in Figure 5.7). Only those masses

M̂Q,T̂ enter the fit, for which the conditions (C1) (we study both 1/ǫ2T, |Q|/ǫ2T ≤ 0.5 and
1/ǫ2T, |Q|/ǫ2T ≤ 0.3) and (C2) from section 4 are fulfilled. Both expansions give rather
accurate results for M̂H(0) (cf. Table 2, top, column “fitting to M̂Q,T̂ ”; the relative errors are

below 0.1%) and reasonable results for χ̂t (cf. Table 2, bottom, column “fitting to M̂Q,T̂ ”;

relative errors of a few percent). Note that the relative errors for both M̂H(0) and χ̂t are
smaller, when using the 1/V 3 version restricted to three parameters (5.21).

Figure 5.7: determining the physical mass M̂H(0) (i.e. the mass at unfixed topology) from
a fixed topology computation; only those masses M̂Q,T̂ are included in the fit, which fulfill
1/ǫ2T, |Q|/ǫ2T ≤ 0.5 (red points).

The drawback of this method is that only fixed topology results at a single t value, t = tM ,
enter the final result for the hadron mass at unfixed topology. To exploit the input data and
also the derived 1/V expansions for the two-point correlation functions at fixed topology
more fully, we propose another method:

1. Perform simulations at fixed topology for different topological charges Q and spacetime
volumes V . Determine CQ,V (t) for each simulation.

2. Determine the physical hadron mass MH(0) by performing a single χ2 minimizing fit of
the preferred 1/V expansions of CQ,V (t) (in this work we have discussed nine different
versions, (3.18) (3.20), (3.21) and (3.22), (5.17), (5.18), (5.19), (5.20), (5.21), (5.22))
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M̂H(0) results from fixed topology computations (exact result: MH = 0.40714)

fitting to M̂Q,T̂ fitting to correlators

expansion M̂H(0) result rel. error M̂H(0) result rel. error

1
χtV

, |Q|
χtV

≤ 0.5
hep-lat/0302005 0.40733 0.047% 0.40702 0.029%

(5.21) 0.40708 0.014% 0.40706 0.019%

1
χtV

, |Q|
χtV

≤ 0.3
hep-lat/0302005 0.40739 0.062% 0.40732 0.044%

(5.21) 0.40695 0.046% 0.40713 0.002%

χ̂t results from fixed topology computations (exact result: χ̂t = 0.00645)

fitting to M̂Q,T̂ fitting to correlators

expansion χ̂t result rel. error χ̂t result rel. error

1
χtV

, |Q|
χtV

≤ 0.5
hep-lat/0302005 0.00586 9.1% 0.00629 2.5%

(5.21) 0.00631 2.2% 0.00633 1.9%

1
χtV

, |Q|
χtV

≤ 0.3
hep-lat/0302005 0.00590 8.5% 0.00627 2.8%

(5.21) 0.00592 8.2% 0.00630 2.3%

Table 2: collection and comparison of results for M̂H(0) and χ̂t from fixed topology compu-
tations; “rel. error” denotes the relative difference to the exact result, i.e. the systematic error
associated with the determination of M̂H(0) and χ̂t from two-point correlation functions at
fixed topology.

with respect to its parameters (cf. section 5.3.3 for a detailed summary of available
expansions and their parameters) to the two-point correlation functions obtained in
step 1. This input from step 1 is limited to those Q, V and t values, for which the
conditions (C1), (C2) and (C4) from section 4 are fulfilled.

We apply this strategy to the quantum mechanical example using the same Q = 0, 1, 2, 3, 4
and T̂ = 2.0/Ê2, 3.0/Ê2, . . . , 10.0/Ê2 values as before. t̂ is limited to 12 6 t̂ 6 26 and sampled
equidistantly. Since our input data is exact4, i.e. has no statistical errors, the χ2 minimizing
fit becomes and ordinary least squares fit. Again we compare the 1/V expansion from [11]
(eqs. (3.21) and (3.22)) and our 1/V 3 version restricted to three parameters (5.21). As before,
we find rather accurate results for M̂H(0) and χ̂t (cf. Table 2, columns “fitting to correlators”).
Note that the relative errors for both M̂H(0) and χ̂t are smaller, when using the 1/V 3 version
restricted to three parameters (5.21). The relative errors are also smaller compared to the
previously discussed method of “fitting to M̂Q,T̂ ”.

6 Conclusions and outlook

In this work we have extended a calculation of the Q, V and t dependence of two-point
correlation functions at fixed topology from [11]. While in [11] the expansion included all

4Note that in QCD the exact correlator CQ,V (t) at fixed topological charge Q and spacetime volume V
will be provided by lattice simulations, i.e. has statistical errors.
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terms of O(1/V ) and some of O(1/V 2), we have derived the complete result up to O(1/V 3).
We have applied, discussed and checked our results in the context of a simple model,

a quantum mechanical particle on a circle, both in the free case and for a square well po-
tential. We have studied and compared various orders and versions of the 1/V expansion
of CQ,V (t) differing in accuracy and in the number of parameters. We also discussed and
demonstrated, how to extract a mass at unfixed topology from computations of two-point
correlation functions at fixed topology. In practice, e.g. in QCD, where computed two-point
correlation functions have limited accuracy, due to statistical errors, one probably needs a
1/V expansion of CQ,V (t) with a rather small number of parameters to be able to perform
a stable fit. We recommend to use the 1/V expansion (5.21), which seems to be a good
compromise:

• It contains certain 1/V 2 and 1/V 3 terms and, therefore, seems to be more accurate
than the expansion from [11] (cf. Figure 5.6).

• At the same time the number of fit parameters is quite small (E2, MH(0) and M
(2)
H (0)),

the same as for the expansion from [11].

Currently we are applying the equations and methods derived and discussed in this work
to simple quantum field theories, e.g. the Schwinger model and pure Yang-Mills theory (cf.
also [13, 14, 15, 16] for existing work in this direction). The final goal is, of course, to
develop and establish methods to reliably extract hadron masses from QCD simulations at
fixed topology.

A Technical aspects of a quantum mechanical particle on

a circle in a square well

A.1 Wave functions

After replacing pϕ → −i∂ϕ, Schrödinger’s equation is

(
1

2I

(

− i∂ϕ +
θ

2π

)2

+ U(ϕ)

)

ψn(ϕ; θ) = En(θ)ψn(ϕ; θ). (A.1)

The wave function with energy En(θ) in “region 1”, −ρ/2 < ϕ < +ρ/2, where U(ϕ) = 0, is

ψ(1)
n (ϕ; θ) =

(

An(θ)e
+ipϕ +Bn(θ)e

−ipϕ
)

e−i(θ/2π)ϕ , p =
√

2EnI, (A.2)

in “region 2”, +ρ/2 < ϕ < 2π − ρ/2, where U(ϕ) = U0,

ψ(2)
n (ϕ; θ) =

(

Cn(θ)e
+iqϕ +Dn(θ)e

−iqϕ
)

e−i(θ/2π)ϕ , q =
√

2(En − U0)I. (A.3)

The coefficients An(θ), Bn(θ), Cn(θ) and Dn(θ) have to be chosen such that both the wave
function and its derivative are continuous, i.e. that

ψ(1)
n (+ρ/2; θ) = ψ(2)

n (+ρ/2; θ) , ψ(2)
n (2π − ρ/2; θ) = ψ(1)

n (−ρ/2; θ)
ψ′(1)
n (+ρ/2; θ) = ψ′(2)

n (+ρ/2; θ) , ψ′(2)
n (2π − ρ/2; θ) = ψ′(1)

n (−ρ/2; θ)
(A.4)
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are fulfilled, which is only possible for specific discrete values of En(θ). Note that, even after
properly normalizing the wave function ψn(ϕ; θ), its coefficients An(θ), Bn(θ), Cn(θ) and
Dn(θ) are only unique up to a phase.

A.2 Probability density to find a particle

The probability density to find a particle with wave function ψn(ϕ; θ) is Pn(ϕ; θ) ≡ |ψn(ϕ; θ)|2.
In the following it will be shown that Pn(+ϕ; θ) = Pn(−ϕ; θ).

First note that (ψn(ϕ; θ))
∗ and ψn(−ϕ; θ) fulfill the same Schrödinger equation, which

implies
(ψn(ϕ; θ))

∗ = ηψn(−ϕ; θ), (A.5)

where η is a non-unique phase.
Now consider region 1, where

(ψn(ϕ; θ))
∗ =

(

(An(θ))
∗e−ipϕ + (Bn(θ))

∗e+ipϕ
)

e+i(θ/2π)ϕ (A.6)

and
ψn(−ϕ; θ) =

(

An(θ)e
−ipϕ +Bn(θ)e

+ipϕ
)

e+i(θ/2π)ϕ. (A.7)

Inserting these expressions in (A.5) yields

(An(θ))
∗ = ηAn(θ) , (Bn(θ))

∗ = ηBn(θ) (A.8)

and, consequently,
An(θ)(Bn(θ))

∗ = (An(θ))
∗Bn(θ). (A.9)

With this relation it is easy to show that the probability density is an even function,

Pn(+ϕ; θ) = (ψn(+ϕ; θ))
∗ψn(+ϕ; θ) =

= |An(θ)|2 + |Bn(θ)|2 + An(θ)(Bn(θ))
∗

︸ ︷︷ ︸

=(An(θ))∗Bn(θ)

e+2ipϕ + (An(θ))
∗Bn(θ)

︸ ︷︷ ︸

=An(θ)(Bn(θ))∗

e−2ipϕ =

= (ψn(−ϕ; θ)∗ψn(−ϕ; θ) = Pn(−ϕ; θ).

(A.10)

Using similar arguments one can show that also in region 2 Pn(+ϕ; θ) is an even function.
An important consequence is

〈0; θ| sin(ϕ)|0; θ〉 =
ˆ 2π

0

dϕ (ψn(ϕ; θ))
∗ sin(ϕ)ψn(ϕ; θ) =

ˆ 2π

0

dϕ Pn(ϕ; θ)
︸ ︷︷ ︸

even

sin(ϕ)
︸ ︷︷ ︸

odd

= 0, (A.11)

which has been used in section 5.3.
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