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The variance of the Hamiltonian in a given variational wave function measures how good an eigenstate this wave function is. In some instances, as for the two-dimensional antiferromagnetic Heisenberg Hamiltonian (2D AFH), the energy expectation value is not enough to distinguish between different trial Ansätze. Here we propose the variance as a simple criterion, which allows for further differentiation between degenerate trial wave functions. We show that this criterion establishes the projected wave functions as candidates for the ground state of the 2D AFH. A strong interference effect is discovered in computer experiment.

INTRODUCTION

Variational wave functions are powerful tools in condensed matter physics. The variational principle guarantees that they provide an exact upper bound for the estimate of the ground-state energy of a given physical system. Their usefulness lies in the presumption that the lower the variational estimate of the ground-state energy, the better the wave function. This, the usual criterion of wave-function quality, has been used successfully in many circumstances.

Lately, in the context of strongly correlated electron systems, a breakdown has been observed of this simple measure of quality, i.e., how close to the ground state a given variational wave function is. More specifically, a variety of different trial wave functions 1,2 have been proposed for the ground state of the two-dimensional (2D) antiferromagnetic Heisenberg Hamiltonian (AFH), which may be viewed as the limiting model of the $t$-$J$ Hamiltonian at zero doping. These wave functions have physically very distinct properties. Some of them show antiferromagnetic long-range order, others do not. Some are formulated in terms of spin operators, others in terms of anticommuting fermion operators. Nevertheless, many of them yield about the same variational estimate for the ground-state energy, which is very close to that obtained by other numerical methods, especially by the Green's-function Monte Carlo method. 3 On the basis of energy expectation values alone, one cannot choose a best trial wave function for the 2D antiferromagnetic Heisenberg Hamiltonian from among those proposed so far.

Recently, some successful calculations have been performed in order to attest the quality of a given wave function by other means than the energy expectation value alone. One of the prominent studies is that of the Laughlin wave function for the fractional quantum Hall effect, 4 where the overlap matrix element with the exact ground state for systems with 3 to 5 particles could be evaluated. Similar studies of variational wave functions have been performed for the case of the $t$-$J$ model 5 and that of fractional-statistics particles. 6

In a different context, the question of the ground state of atoms and small molecules continues to attract attention. One of the problems of interest in this field is the functional form for the wave functions which recovers most of the correlation energy. Umrigar, Wilson, and Wilkins 7 have shown that in this context it might be more efficient not to minimize the energy, but the variance of the Hamiltonian (see Ref. 7 also for reference to earlier ideas on this subject).

In this paper we consider a criterion for what constitutes a good trial wave function which may be evaluated for relatively large systems (with 50–150 degrees of freedom) by a Monte Carlo method. We will define the variance of the Hamiltonian as a measure that indicates how good an eigenstate a variational wave functions is. We have calculated this measure for a projected wave function which supports a superposition of both an antiferromagnetic and a $d$-wave order parameter. The measure shows an extraordinary interference effect which proves it a valuable criterion for the goodness of a given trial wave function. Since the measure is very easy to compute (in many evaluations of trial wave functions it could be obtained as a by-product), the knowledge of its behavior is of general interest. Furthermore, we will discuss some of the physical consequences for the case of projected wave functions.

HAMILTONIAN

Let us first define the Hamiltonian to which we will apply the method to be developed in this paper. The antiferromagnetic Heisenberg Hamiltonian with a coupling anisotropy is given by

$$ H_{J_x,J_z}(N \times N) = \sum_{\langle i,j \rangle} \left[ J_z S_i^z S_j^z + J_z/2 \right. $$

$$ \left. \times \left( S_i^+ S_j^- + S_i^- S_j^+ \right) \right], $$

(1)

where $J_x \geq J_z > 0$ are the strengths of the Ising and transverse couplings, and $\langle i,j \rangle$ are pairs of a nearest neighbor of an $N \times N$ square lattice with periodic boundary conditions. The spin operators are given in terms of the underlying fermion operators as $S_i^z = \frac{1}{2} (c_i^+ \bar{c}_{i,\uparrow} - c_{i,\uparrow} \bar{c}_i)$ and $S_i^+ = c_i^+ \bar{c}_{i,\downarrow}$. When considering a variational approach to this Hamiltonian, a key feature to keep in mind is that the thermodynamic and the isotropic limits
do not commute:
\[
H_1 \equiv \lim_{N \to \infty} \lim_{j \to J} H_{J,J}(N \times N) = \lim_{j \to J} \lim_{N \to \infty} H_{J,J}(N \times N) \equiv H_2.
\]

Both \(H_1\) and \(H_2\) might be viewed as representations of the antiferromagnetic Heisenberg model on an infinite lattice. They are expected to support a linearly dispersing Goldstone mode, as a consequence of the continuous spin-rotation symmetry. The first one, \(H_{J,J}(N \times N)\), which is normally studied in numerical approaches on finite lattices, has a singlet ground state and shows antiferromagnetic long-range order in the thermodynamic limit without breaking spin-rotation symmetry explicitly. Consequently, in the ground state
\[
\langle S_i^z S_j^z \rangle = \frac{1}{2} \left( \frac{1}{N} \sum S_i^+ S_i^- + S_i^- S_i^+ \right),
\]
for all \(N\) and all dimensions. [The factor \(\frac{1}{2}\) inside the parentheses originates from the \(J_z/2\) in Eq. (1).] On the other side, the ground state of \(H_2\) does break spin-rotation symmetry explicitly and shows a staggered moment in the \(z\) direction. (This might also be called a spontaneously broken symmetry.) It is this Hamiltonian which most variational approaches attempt to describe. A less-well-known property of the ground state of \(H_2\) is that \(\langle S_i^z S_j^z \rangle = 1.00(\frac{1}{N} \sum S_i^+ S_i^- + S_i^- S_i^+)\), to a high level of accuracy. This factor \(\approx 1.00\) is a consequence of the two dimensionality, in higher dimensions \(\langle S_i^z S_j^z \rangle \gg \langle S_i^+ S_i^- + S_i^- S_i^+ \rangle\). (In infinite dimensions the Néel state will become asymptotical to the exact ground state.) It is this property of \(H_2\) that we will take into account later on.

**METHOD**

Now I will explain the method. Let us denote by \(|\psi\rangle\) some favorite trial wave function. In order to calculate the properties of \(|\psi\rangle\), we must know the amplitudes \(\langle \alpha | \psi \rangle\) and corresponding matrix elements for at least one complete set of states \(\sum \langle \alpha | \psi \rangle \). In the case of a spin Hamiltonian, as considered above, the \(|\alpha\rangle\) are normally the set of all spin configurations. The expectation value of any operator \(\theta\) in \(|\psi\rangle\) is then given by
\[
\langle \theta \rangle = \frac{\langle \psi | \theta | \psi \rangle}{\langle \psi | \psi \rangle} = \frac{\sum \langle \psi | \theta | \alpha \rangle \langle \alpha | \psi \rangle}{\sum \langle \psi | \psi \rangle} = \sum \langle \psi | \alpha \rangle \rho(\alpha),
\]
where we have defined \(f(\alpha) = \langle \psi | \theta | \alpha \rangle / \langle \alpha | \psi \rangle\) and \(\rho(\alpha) = \langle \alpha | \psi \rangle^2 / \langle \psi | \psi \rangle\). In a variational Monte Carlo (MC) approach, Eq. (3) is directly used. Since \(\rho(\alpha) \geq 0\) and \(\sum \rho(\alpha) = 1\), one can evaluate Eq. (3) by a random walk in configuration space, measuring the local quantity \(f(\alpha)\) and sampling the configurations with large weight \(\rho(\alpha)\). The result is an evaluation of Eq. (3) with a certain statistical accuracy, which is inversely proportional to the square of the number of Monte Carlo measurements. The size of the systems which can be evaluated is substantially larger than what would be possible by an exact summation over configuration space.

We may always rewrite the expression for the expectation value of \(\theta\) in \(|\psi\rangle\) in operator form
\[
\langle \theta \rangle = \frac{\langle \psi | \theta | \psi \rangle}{\langle \psi | \psi \rangle} = \langle \psi | \theta(\psi) | \psi \rangle + \langle \psi | \phi_0 \rangle,
\]
where \(\langle \psi | \phi_0 \rangle = 0\). Most importantly, if \(|\psi\rangle\) is an exact eigenstate of \(\theta\), than the correction \(\langle \psi | \phi_0 \rangle \equiv 0\). For example, if we consider the case of the Hamiltonian, then \(\langle \psi | \phi_0 \rangle\) measures how good an eigenstate the trial wave function is. In the following we will show that this quantity is very easy to calculate.

Let us assume here for simplicity that \(\theta\) is Hermitian. Using Eq. (4) we define the relative measure
\[
\sigma_\theta \equiv \frac{\langle \phi_0 | \phi_\theta \rangle}{\langle \psi | \psi \rangle} = \frac{\langle \psi | (\theta - \langle \theta \rangle) | \psi \rangle}{\langle \psi | \psi \rangle}.
\]

A simple calculation using Eq. (3) shows that
\[
\sigma_\theta = \sqrt{\frac{1}{\sum \rho(\alpha)} \sum f(\alpha)^2 - \langle \theta \rangle^2}.
\]

This expression shows that no new matrix elements have to be evaluated in order to calculate \(\sigma_\theta\), since the quantities \(f(\alpha)\) were already needed for Eq. (3). We can interpret \(\sigma_\theta\) in three different ways. (i) Equation (4) tells us that \(\sigma_\theta\) measures how good an eigenstate \(|\psi\rangle\) is of \(\theta\). (ii) Equation (5) tells us that \(\sigma_\theta\) measures the quadratic fluctuations of \(\theta\) in \(|\psi\rangle\). (iii) Equation (6) tells us that \(\sigma_\theta\) can be viewed as the standard deviation (variance) of the local quantity \(f(\alpha)\) in \(|\psi\rangle\).

**WAVE FUNCTION**

The concept formulated above is completely general. It applies to any operator or Hamiltonian and any wave function. Now we will apply it to a concrete case of current interest. Intensive studies have shown that projected wave functions are interesting variational wave functions for the 1D and 2D antiferromagnetic Heisenberg model. We define a class of projected wave functions as
\[
|\psi\rangle = P_0 \prod_{k \in RBZ} \left( u_k + v_k d_k^L d_k^R \right) \times \prod_{k \in RBZ} \left( u_k + v_k + Q e^{i\phi_0} \right) |0\rangle.
\]

\(P_0\) projects onto the subspace of no doubly occupied sites. The \(d_k^L, d_k^R\) are the creation operators of bonding and antibonding bands, respectively, for a Hartree-Fock spin-density wave, defined only for \(k\) in the reduced (antiferromagnetic) Brillouin zone (RBZ): \(d_k^L = \tilde{u}_k e^i_k - \tilde{u}_k e^{-i}_k\) and \(Q = \mp i (\pi, \pi)\) is the antiferromagnetic nesting vector, and \(\sigma = \pm 1\). In principle, the \(u_k, v_k\) are free variational parameters. But in order to make a numerical evaluation feasible, we will use a parametrization, which can be justified by a renormalized mean-field approach. To this end, we will retain only two variational parameters, namely \(\Delta_{AF}\) and \(\Delta_{SC}\), which control the amount of antiferromagnetic and \(d\)-wave correlations, respectively: \(u_k = \epsilon_k - \Delta_{AF}/l_k + (\epsilon_k^2 + \Delta_{AF}^2)^{1/2}\) and \(v_k = \frac{1}{2} \left[ \pm \epsilon_k / l_k + (\epsilon_k^2 + \Delta_{AF}^2)^{1/2} \right]\). Here we denoted \(\epsilon_k = -2 \cos(k_x) + \cos(k_y)\) and \(\Delta_k = \Delta_{SC} \cos(k_x) - \cos(k_y)\).
RESULTS

Although $\sigma_\theta$, as defined by Eq. (6), is strictly positive, it is not bounded above. The value of $\sigma_\theta$ for a given $\theta$ has, therefore, no meaning per se. Nevertheless, we can obtain useful information by comparing the values of the fluctuations for different operators $\theta$. To test the quality of a certain trial wave function, we separate the Hamiltonian into distinct contributions. For the case of the antiferromagnetic Heisenberg Hamiltonian, a natural separation is into the Ising and the transverse part, so we will consider $\theta = \sum_{i,j}^{\text{d}} S_i^+ S_j^-$, $\sum_{i,j} \frac{1}{2} (S_i^+ S_j^- + S_i^- S_j^+)$, and $\sum_{i,j} S_i \cdot S_j$, leading to $\sigma_z$, $\sigma_{xy}$, and $\sigma_{xyz}$, respectively.

In Fig. 1 the results for $\sigma_z$, $\sigma_{xy}$, and $\sigma_{xyz}$ are shown for the projected wave function $|\psi\rangle$, as defined by Eq. (7). The $d$-wave order parameter $\Delta_{SC}$ is held constant at $\Delta_{SC} = 0.5$, while varying $\Delta_{AF}$, the order parameter which controls the amount of long-range antiferromagnetism. The calculations were done by a Monte Carlo evaluation of $|\psi\rangle$ on a finite lattice with 50 sites; every data point is the average of 2400 MC measurements. [For details on the technique see Ref. 1(b)].

The behavior of $\sigma_z$ is illustrative. In the limit $\Delta_{AF} \rightarrow \infty$, the wave function reduces to the classical Néel state. For this state, the Ising component of the interaction is diagonal and $\sigma_z$ must vanish. We observe this behavior in Fig. 1.

While the transverse fluctuations $\sigma_{xy}$ do not show any particular features, a strong interference effect occurs for the fluctuations in the total energy $\sigma_{xyz}$. They show a deep minimum at $\Delta_{AF} \sim 0.3$. (The exact location of the minimum is slightly size dependent.11 For larger systems it is at $\Delta_{AF} \sim 0.2$.) While $|\psi\rangle$ is not a particularly good eigenstate for any of the components of the Hamiltonian for this choice of parameter, when we combine both components to form the total Hamiltonian, this measure of the eigenstate quality improves by a factor of 3. This is a very strong effect. A decrease in the fluctuations of the total energy by a factor of 3 is equivalent to a decrease by a factor of 9 in the number of Monte Carlo measurements (i.e., in the time) necessary to calculate the energy expectation value with a certain accuracy. Note, however, that these results do not imply a priori, that the wave function has a large overlap with the exact ground state, only that it has a large overlap with some eigenstate. Only by considering additional properties of $|\psi\rangle$, as we will do in the following, can one establish a connection to the exact solution.

The results for $\sigma_{xyz}$ in $|\psi\rangle$ acquire additional significance when considered within the context of the usual criterion of variational quality, namely the expectation value of the total energy. In the upper part of Fig. 2 the ground-state energy per bond is shown for a constant $\Delta_{SC} = 0.5$. A search in the two-dimensional space of variational parameters shows that the minimum is realized for $\Delta_{SC} \approx 0.5$ and $\Delta_{AF} \approx 0.3$. At the minimum, the value of the energy per bond is approximately $\sim -0.3325J$. (This value is nearly independent of system size.) This value is very close to the estimates obtained by other methods, $\sim -0.3396J$.

For the case of the AFH considered here, we are able to consider a third quantity and support the notion that the interference effect shown by $|\psi\rangle$ is of physical relevance. In the lower part of Fig. 2 we have plotted the ratio of the expectation value of the transverse part of the spin in-
teraction to the expectation value of the Ising part. This ratio would be expected to vary between two for $\Delta_{AF}=0$ (because $|\psi\rangle$ is then a spin singlet) and zero for $\Delta_{AF} \to \infty$ (because $|\psi\rangle$ is then identical to the Néel state). This ratio is one at nearly the same value of parameters, at which both the energy is minimum and $\sigma_{yz}$ is minimum. Note that this is the value expected for the exact ground state of the $H_{2}$ in 2D. Furthermore, a search in the space of variational parameters shows that the ratio is close to unity only at this single point in parameter space. (The set of parameters where this occurs is slightly size dependent and is close to $\Delta_{SC} \sim 0.5$ and $\Delta_{AF} \sim 0.2$ in the thermodynamic limit.)

Here we found that the variance, $\langle(H - \langle H\rangle)^2\rangle$, was minimal when $\langle H \rangle$ was zero. If this relation would hold in general, the variance would merely duplicate the information contained in $\langle H \rangle$. Indeed this might be the case for certain classes of variational wave functions, but not generally. It is easy to construct for nearly any given Hamiltonian a wave function with finite variance but with an energy expectation value arbitrary close to that of the exact ground state.

To be specific, let us consider the continuum version of the harmonic oscillator: $H|\omega\rangle = \hbar \omega |\omega\rangle$ for $\omega \in [0, \infty]$ and with $\langle \omega' | \omega \rangle = \delta(\omega' - \omega)$. The wave function $|\psi\rangle = \int_0^\infty d\omega \omega |\omega\rangle$ has the properties $\langle \psi | \psi \rangle = \omega_0^\gamma / \gamma(\gamma - 1)$ and $\langle H \rangle = \omega_0(\gamma - 2)$ whenever $\gamma > 2$ for convergence. For fixed exponent $\gamma$, the ground-state energy approaches zero for $\omega_0 \to 0$. But $\langle(H - \langle H\rangle)^2\rangle \equiv \infty$ for $\gamma \leq 3$ and all $\omega_0$. A low-energy expectation value does, therefore, not imply low-energy fluctuations and that the state is a relatively good eigenstate.

**CONCLUSIONS**

In addition to the usual criterion of what constitutes a good variational wave function (a low expectation value of the Hamiltonian), we have examined the variance of the Hamiltonian as a measure of how good an eigenstate the trial wave function is of the Hamiltonian. This measure is easy to evaluate and might be especially useful when applied to the antiferromagnetic Heisenberg model in two dimensions. We evaluated the measure for a class of projected wave functions, as trial wave functions of the 2D AFH, and find that at a single point in the space of variational parameters, three things coincide: (i) The expectation value of the energy is minimal, (ii) the state is (relatively) the best eigenstate of the AFH (as measured by our criterion), and (iii) the spin anisotropy take a ratio which has been predicted for the exact ground state.

These results indicate, first, a close connection of the projected wave function with the exact ground state of the AFH and, second, that the evaluation of the variance as a criterion for wave-function quality might prove a valuable tool for related approaches by trial wave functions.
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