Simulation of stationary Gaussian noise with regard to the Langevin equation with
memory effect
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We present an efficient method for simulating a stationary Gaussian noise with an arbitrary
covariance function and then study numerically the impact of time-correlated noise on the time evo-
lution of a 141 dimensional generalized Langevin equation by comparing also to analytical results.
Finally, we apply our method to the generalized Langevin equation with an external harmonic and

double-well potential.
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I. INTRODUCTION

Brownian motion describes the rapid and irregular mo-
tion of particles in random directions, resulting from col-
lisions within a thermal bath. Based on the physical
motivation for the dynamics P. Langevin set up a one-
dimensional equation of motion which splits the force due
to the thermal bath into a macroscopic force —vi () with
friction coefficient v and a microscopic fluctuating force

g(t)7
mi(t) +yi(t) = £(1). (1)

This stochastic equation is the original Langevin equa-
tion, where £(t) stands for a stochastic process with a
vanishing expectation value, since there is no preferred
direction for the collisions. According to the stochas-
tic nature of £(t), it is also called noise. In the origi-
nal Langevin equation the noise term is d-correlated and
called white noise. “Although pure white noise does not
occur as a physically realizable process”, it has been stud-
ied intensively “as an idealization of many real physical
processes” [I p. 63]. When the noise term is no longer
d-correlated it is called colored noise, leading to a non-
Markovian random process with memory effects in the
corresponding generalized Langevin equation.

The generalized Langevin equation has been applied
to a wide range of physical topics: In ultra-relativistic
heavy ion collisions, for instance, disoriented chiral con-
densates [2, 3] and the effects of dissipation in the de-
confining [4] and the chiral [5] 6] phase transitions have
been investigated. It has also found applications in realis-
tic field-theoretical descriptions of the dynamics of phase
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transitions [fHI1], semiclassical approximations for the
dynamics of quantum fields [12], the interpretation of the
Kadanoff-Baym equations in non-equilibrium quantum
field theory [I3] as well as in condensed matter physics,
e.g., in the characterization of heat conduction in low-
dimensional systems [14] or in order to model molecu-
lar dynamics, as for example at molecular junctions [15]
or reaction-rate theory [16]. In astronomy the motion
of accretion disks around compact astrophysical objects
have recently been studied under the model assumption
of a generalized Langevin equation [I7]. In biology the
fluctuations within single protein molecules can also be
described by generalized Langevin equations [I8]. This
list only gives a few examples and is far from being com-
plete. The effects of a non-Markovian dissipation kernel
and colored noise in the context of quantum-Brownian
motion have been studied in [19]. The importance of
the implementation of memory effects and colored noise
to describe causal baryon diffusion to describe the rela-
tivistic motion of the hot and dense matter created in
heavy-ion collisions has been emphasized in [20].

With this motivation for the applications of non-
Markovian Langevin dynamics with colored noise we
show in Section [[I] how stochastic processes with sta-
tionary Gaussian noise can be defined and effectively
simulated for any given covariance function. The time-
correlated noise leads to interesting memory effects in
the numerical solution of the generalized Langevin equa-
tion, derived in Section[[TI] As first feasibility tests of our
method we consider the generalized Langevin equation
for different classical-mechanics setups: particles with-
out an external potential (Section , with a harmonic
(Section as well as a double-well potential, including
the symmetric (Section [VIA)) and the asymmetric cases
(Section. While for the free particle and the particle
in a harmonic potential analytic solutions are available
to validate our numerical method, for the double-well po-
tentials, only numerical results are presented.
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II. DERIVATION OF A GENERAL
STATIONARY GAUSSIAN PROCESS

A Gaussian process can be described by its expectation
value and its covariance function. We present a method
to generate a stationary Gaussian process for an arbitrary
covariance function. The sum

&)=Y ab(t ), t€[0.7] (2)
i=1

with a stochastic amplitude a; describes a very general
stochastic process with n discrete pulses at times ¢4, ..., %,
in the observed time interval [0,7] and b(t) denoting an
arbitrary pulse shape [21, p. 419]. The noise shall have
the following attributes:

1. The expectation value of the noise vanishes,
(€(t) =0 (ai(t)) =0.

2. The exact knowledge of the probability density of
p(a;) is of no importance. Its characteristic func-
tion is

W(w) = /oO p(a;)e“* da; . (3)

—00

3. The probability density p;, of having a pulse at a
certain time t; is equal to the probability density
pt; at a different time ¢;. So for one pulse in the
time interval [0, T the probability density is

1
bt = T

4. The probability that n independent pulses occur
during the time interval shall be given by the Pois-
son distribution [21], p. 420]

n" -

Pnzﬁe_ . (4)

Here 7 denotes the mean number of pulses in the
time interval [0, 7] and can also be written as i =
wT', where p is the mean pulse rate.

The total probability density for the occurrence of n
pulses with a pulse height a; at times ¢y...t, can be
expressed as

PolEt)] = Paplar) -+ - plan)pe, -~ p, )
= Pyp(ar) - pla,)T™".

The path integral for fixed n is the integration along all
possible times 1 ... ¢, in the interval [0, T] and all possi-
ble pulse heights ay ... a,:

D,[£()] = dty ... dt, day ... day

resulting in

This leads to the characteristic functional of the stochas-
tic process £(t) with an arbitrary auxiliary test function

SSRIL[
=2 Pl o [ darle) (6)
n=0 J=1
X exp [iaj/ dtk(t)b(t—tj)] .

Using the characteristic function W(w) of p(a;) (see
Eq. ) and the Poisson distribution P, Eq. with
the mean pulse rate p = /T, relation @ can be trans-
formed to

Dlk(t)] =

oo o (L))

If we now use the Taylor expansion of W (w), we obtain

1
W(w)=1+iw(a;) — §w2(a?> + -
: 7
:1_}02(*}24_... ()
2

with (a;) = 0 and o2 as variance of p(a;). The charac-
teristic function now reads

D[k(t)] = exp{— %‘2 /OTds /_O;dt

/Oo dt’ k(t)k(t')b(t — s)b(t' — s) + .. ] :

— 00

For the limit ¢ — 0, u — oo, uo? = const, the ad-
ditional terms vanish and the characteristic function has
the form of a Gaussian process with vanishing expecta-
tion value:

Bsmuss[(£)] = exp [—; / at / dt’k:(t)k(t’)C(t,t’)]
(8)

where

T

Ct.t) = (€)= po? [ dsbe = )b(t' ). (9)
0

By definition the process is called stationary, if C'(¢,t') =

C(t —t') for all ¢,¢ € [0,7]. We have shown that in

the limit of a small variance 0% and large pulse rate p



our general noise function becomes a Gaussian pro-
cess and is therefore called Gaussian noise. Apart from
knowing the variance o2 of the probability distribution
p(a;), we do not need any further knowledge about that
function. For simplicity, we choose a Gaussian distribu-

tion. For b(t) = %5(1%) we obtain J-correlated white

noise with a positive value D,
Eu(t) = VDE,(t) (10)

where

n

5“”12%7“4 Zjﬁ (t—t;) (11)

=1 i=1

is normalized white noise with @; := % being a random
Gaussian distributed variable, scaled to the variance of
unity.

For a large pulse rate p the relative variance % of the
number of pulses becomes small. For this reason we can
fix the number of pulses in the time interval [0,T] to n
and split the time interval into n time steps ¢; with step
width At = t;41 —t;. The pulse rate density is then given
by u = ﬁ resulting in the following approximation for
the §-function:

L fort =0
o(t) =< At ) 12
®) {O fort #0 (12)
This leads to
a;

fw(ti) = \/B (13)

VAL

We return to the general expression of the covariance
function as given in Eq. @ Since we want the process
to be stationary, the following assumptions for the pulse
shape b(t) are needed:

1. b(t) is symmetric with respect to the origin ¢ = 0,

2. b(t) = 0 outside a defined interval [-A, A].

Substituting ¢ :=
results in

—t + s and using the first assumption

T—t
C(t,t) = ;w?/ dt”" b(t"b(t" +t —t').

—t

The second assumption leads to a stationary stochastic
process for the interval

t,t' e [AT—A], (14)

because boundary effects of the interval [0, T] need to be
excluded. With t and ¢’ restricted to that interval, we

can expand the integration for ¢’ to infinity since b(¢)
vanishes outside the interval [-A, A]:

C(t,t) :WQ/ dt” b(t" bt +t —t')

— 00

— po? / a b ey 10

=C(t—-1t]).
This shows that the process indeed becomes stationary
under the assumptions 1, 2 and the condition . From
the Wiener-Khinchin theorem we obtain the spectral den-

sity of a stationary process as the Fourier transform of
the covariance function,

= po*F UOO dt" b(t")b(t" + 1)) (16)
= po?|b(w)[ .

Thereby we adopt the following convention for the
Fourier transform and its inverse:

Flflw) = flw) = /OO dt f(¢) exp(iwt),
o 1 (17)
FUAO = [ 52w exp(-iwn).

Eq. contains the same information as Eq. due
to the properties of the Fourier transform, which is inde-
pendent of the sign of b(w). Therefore we chose b(w) as
a real positive valued function: b(w) > 0 for all w € R.
This implies the following relations for the pulse shape,

b(w) =U;ﬁ\/sg<w>,
1

bit) =7 [B] (0= =G0,

(18)

where

G(t) = F! [\/sﬂ (t), (19)

leading to b(t) = 0 < G(t) = 0. Hence the interval
[-A, A] can be defined as the range, where G(t) > 0.
Numerically we introduce a cut-off scale, such that G(t)
drops to a sufficiently small value.

A. Generating colored noise

We can modify our general equation of noise in
such a way that it becomes related to the normalized



4

white noise via
Zaz (t —t;)
_Z/ At ab(t —t')o(t' — t;)

:/ at’ bt Zaz v-t) (20
:/_mdt’b(t—t')aﬂgw(t/)

:/ dt’' G(t -t/

With the substitution #/ = —t + ' and the symmetry
of G(t), caused by its proportionality to the symmetric
pulse shape b(t), we obtain [22]

)eul(t') -

€= [ arGeng e+

— 00

(21)

A —
/ dt" Gt (t+t").
—A

For practical reasons of generating stochastic variables
at discrete times with a constant time step At, a simple
algorithm for the discretized form of is presented in
the appendix. We verified this algorithm by comparing
given covariance functions with the numerical result of
multiple realizations of this random process (cf. Fig. [1f).
We used the following two covariance functions and their
Fourier transforms for the relations and :

Ch(t) = %exp <—|Tt|)

= Sal) = 7
2 (22)
o= Dy (2)]

aw

~ Ses(w) = Dexp {_ (2)1 .

Here, 7 and « are positive values characterizing the cor-
relation time of the noise. For the limit 7 — 0 and o — 0,
C4(t) and Cs(t) approach the covariance function of the
white noise DJ(t).

According to we obtain:

0 L, (1)

T
V2D . 2t2

<« [~ 22
aN/T P\l7a2 )

where Ky denotes the modified Bessel function of the
second kind.

(23)

Go(t) =

0.6
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FIG. 1. (Color online) Comparison of the numerical simula-

tion of (£(0)&(t)) with the analytical result for two different
covariance functions (C1, D =2, 7 =2and C2, D =2, a = 2)
based on 8000 realizations.

In this way we have worked out a method to obtain a
stationary Gaussian process with an arbitrary covariance
function and a positive-valued Fourier transform. Using
this approach, the noise can be simulated with only small
numerical effort (see the Appendix). The question is now
how the covariance function affects the solution of the
Langevin equation.

III. THE GENERALIZED LANGEVIN
EQUATION

In the following we assume that the collisions experi-
enced by an observed particle in the heat bath are time-
correlated with each other resulting in a time-correlated
noise for the Langevin equation. Since the stochastic
force as well as the friction force in the Langevin equa-
tion are of the same origin, the friction force will also have
a time dependence. The environment of the particle is
affected by its movement and the particle is influenced to
a later time in return, i.e., we describe a non-Markovian
process with memory. Therefore, we introduce a time-
dependent friction kernel I'(¢) leading to the following
form of the generalized one dimensional Langevin equa-



tion [23]:

mi(t) + 2 /O ATt — )i (t') — Fat(2) = £(8),  (24)

where Feyt(z) is an additional external force. Assuming
that the equipartition principle holdsﬂ
1 2
- =T
we obtain a relation between the friction kernel T'(¢) and
the covariance function C(t):

1 !/ 1 /
EWEW) = 50t —1).  (25)
This is the well known fluctuation-dissipation theorem.
For an arbitrary time-independent external force Fox ()
a derivation can be found in [24].

Our numerical solving algorithm for the generalized
Langevin equation is based on the three-step Adams-
Bashforth scheme [25 p. 307], where the right side is
calculated with the method presented in the Appendix.
Therefore, for each particle we store the position x(t) and
velocity &(t) at every time step.

Lt —t)=

IV. LANGEVIN EQUATION WITHOUT
EXTERNAL POTENTIAL

We first analyze the generalized Langevin equation
without an external potential,

mi(t) +2/O dt'T(t —t)a(t') = &), (26)

where for initial conditions we choose
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FIG. 2. (Color online) Numerical evolution of the mean ki-
netic energy for the exponential covariance function C (¢)
with 7 = 2, the Gaussian covariance function Cs(t) with
a = 1, and the theoretical limit of 7 — 0, @ — 0 corre-
sponding to d-correlated white noise. The initial conditions
for both simulations are given in .

! Here and in the following we set the Boltzmann constant kg = 1.

x0=0, vo=0, D=2, m=01 T=1. (27
We note that these initial conditions imply that this
“Brownian particle” is not assumed to be in equilibrium
with the “heat bath” represented by the fluctuating force,
&, which is described as stationary Gaussian noise. Con-
sequently the solutions of includes transient motion
of the Brownian particle, while the corresponding back
reaction to the heat bath is neglected. Indeed, for both
covariance functions, C1(t) and Cy(t), we obtain an os-
cillating transient solution of the Langevin equation un-
til the equilibrium value is reached, which differs signifi-
cantly from the exponential trend in case of d-correlated
white noise (see Fig. [2)[26]. The oscillation is due to the
retarded friction on the particle due to the memory of

the system.

A. Analytical solution for C;

To solve the generalized Langevin equation ana-
lytically as a linear integro-differential equation, we can
benefit from a continuation of the velocity v(¢) by defin-
ing vr as

0 for t<O0,
vr(t) = S v(t) for tel0,7T], (28)
o(T) for t>1T

and choosing v(0) = 0, such that vr(t) is a continuous
function. With

0 for t<O0,
Er(t) =q€&(t)  for te][0,17,
0 for t>T
and
0 for t<0
Dt (t) = ’
«(®) {F(t) for t>0

we obtain an equation which is identical to Eq. in
the interval ¢t € [0, T:

mor(t) + 2 /(X> dt' Tiet (t — vr(t) = €1 (2) .

— 00

This linear differential equation can be solved with the
ansatz

MGt (t) + 2 / - dt' Tyet (t — 1) Grer () = 8(1),  (29)

— 00

where Gt (t) denotes a retarded Green’s function. The
velocity is then given by

vT(t):/OO Gres(t — ) (t)dt” for t€0,T]. (30)

—0o0



The Green’s function can be found via a Fourier trans-
form of , leading to

Gret(w) = _ (31)

2T et (w) — imw
For the exponential covariance function, C;(t), we find

) D 1
et (@) = 47 707

(32)

and thus for the retarded Green’s function, according to

(31)

~ 1
Gret (w> -

1 iwr —1
mT w? +iw/T — Q/(21)’

(33)

where Q) = . The Fourier transformation to the time
domain is done in the usual way, using the theorem of
residues by closing the integration path in the upper
(lower) w-half plane for ¢ < 0 (¢ > 0). As to be ex-
pected from the retardation condition, Gret 8 analytic in

the upper half-plane. For ¢ > 0 and 2Q7T < 1, defining

1-2QT

Ve = Y5, the Green’s function reads

Gret(t) = % [ sinh(v.t) + cosh(%t)} e . (34)

29.T

This can be analytically continued to the case 2Q7 > 1

V2QT1—1,
o

by setting v, = iw, with w, =

Gret(t):ﬂll{ sin(wct)—kcos(wct)} e F.(35)

2T

Finally, the case 2Q7 = 1 can be found by taking the
limit v, — 0 of , resulting in

Ghret(t) = ) (;T + 1) e 7. (36)

m

For small correlation times, i.e., for 2Q7 < 1 we find an
exponential-decay behavior. The relaxation time is larger
compared to the Markovian limit due to the memory ef-
fects described by the correlation function. For larger
correlation times the system oscillates with the charac-
teristic frequency w. = VQQT L' due to the memory of
the medium, leading to a klnd of “plasmon formation”.
This is also reflected in the velocity-correlation function,

which we evaluate next.
Inserting the Fourier transform of o7 (w) from Eq. (30)),
¥r(w) = Ghret(w)ér(w) (37)

into the definition of the velocity’s spectral density [T}
p. 60] yields

= lim f|Gret< ) (Jer@)”) (38)

FIG. 3. (Color online) The spectral density of the velocity
for different correlation times. For small values of 7 the peak
becomes broader and is shifted to higher frequencies.

Since T'(t) = T'(—t) € R, using the definition of the re-
tarded damping function a direct evaluation of its Fourier
transform yields (w € R)

[(w) = Tret(w) + Fieg(w)- (39)

Using this can be written as

~ 1 1 1
=3 ah)-
2 Gret G;ket

and with the fluctuation-dissipation relation we fi-
nally arrive at

Re éret
| GN(ret | 2’

(40)

S, (w) =2T Re [Gt (w)]
_D2 1 (41)
Tm2 12+ (1 - Qr)w? + 2wt

Fig. [3| shows the spectral density for different correla-
tion times 7, where for long correlation times we observe
a clear oscillation expressed by a sharp peak at the fre-
quency wpeak, which is given by

V201 —2
Wpeak = — 5 -
2T
If 7 is large enough, it follows that wpeak ~ QQT = We.
For decreasing 7 the peak becomes broader, and its maxi-
mum moves to the right until wpeax reaches an extremum
for @7 = 2. For very small values of 7 the maximum
of the spectral density remains at 0 and approaches a
Lorentz shape with a width of L [2, p. 53], [3], where

v = 2% according to the Nernst-Einstein relation. As ex-
pected, this leads to the Markovian limit for the Langevin
equation with white noise.

For 2Q7 > 1 we obtain an expression for the mean

kinetic energy (FExin(t)):



(Fxin) = =m <v2 = fm/ ds/ ds’ Gret(t
1 ¢ t
= §m/ ds/ ds’'Gret (
= %T % 507 = [QT + 1/2Q7 — 1sin(2w,t)

showing the relaxation to the equilibrium value 7'/2 with
the damping time 7 and oscillations due to the memory
effect.

B. Numerical results

In Fig. 4| we compare the analytical expression of the
kinetic energy with the numerical average over 8000 re-
alizations, where the initial conditions are given by

z0=0, v9=0, D=2, m=01 T=1
and 7 = 2. Our numerical simulation is in a good agree-
ment with the analytical result. Fig. [5] shows the kinetic
energy for different values of 7. For a system in equilib-
rium, we have verified numerically that the velocity of

particles is Boltzmann distributed.

0.6 T T T T T

0.5

0.4

numerical
0.3 analytical -

<Eyin>

0.2

0.1

FIG. 4. (Color online) Comparison of the kinetic energy be-
tween the analytical expression (Eq. (42)) and the numerical
average over 8000 realizations.

V. LANGEVIN EQUATION IN QUADRATIC
POTENTIALS

In this Section we verify our numerical algorithm to
simulate non-Markovian Brownian motion for the analyt-
ically solvable case of the motion in quadratic potentials,
i.e., the harmonic-oscillator and the quadratic-barrier po-
tential.

$)Ghret (t — 5) (£(5)§(5"))

8)Gret(t — s")C(s — &) (42)

+(Qr — 1) cos(2wet) | e,

0.6

PN ..
‘-‘.,,’i\"_- I‘ ’ e .o",'.‘-'/q¢ s

A w2 —
= =1 e 4
YV 1=0.3 ------
0 1
0 2 4 6 8 10
t
FIG. 5. (Color online) Numerical results for the kinetic en-

ergy and different values of 7. As expected, with increas-
ing correlation times the system takes longer to approach the
equilibrium state.

A. Harmonic-oscillator potential
We now add a harmonic potential

1
Vext () = 5mw8x2 (43)

as a minimal extension to include an external force. In
this case the Langevin equation takes the form:

+2/th

From the equipartition and virial theorems we expect

Ji () + mude = (1), (44)

1 1 1
—m (v3(t)) = —mwj (2*(t)) = =T. (45)
2 2 2

For the initial conditions xg = 0 and vg = 0 we can

calculate the spectral density of the position z in analogy
to the spectral density of the velocity without potential,

Sy (w) =

Here, Giet(w) denotes the retarded Green’s function of
27 (t) which solves the equation

|Gres ()] Se(w)

mChe (£) + 2 / At Tre (t — ') Coren (¥)

+mwd Gree (t) = 0(t) .

(46)



It can be evaluated in an analogous way as for the free
particle cf. Sec. [[V] leading to

S, (w) = %Im[@ret(w)] (47)

with
~ _ 1

m (wg —w? — i%f‘ret(w))

(48)

Fig. [6] shows a peak in the spectral density approaching
the frequency wg for long correlation times 7. For smaller
values of 7 the peak becomes broader. The frequency of
this peak is denoted with wpeak, and its development as
a function of 7 is shown in Fig.[7] In the present example
the damping of the system, characterized by D, is rela-
tively large. With decreasing values of D the function of
the peak frequency becomes continuous.

=1.0 —
1=0.5 e
4 7=0.3 ------
=01 -------
=0 -
3
g
o 2

FIG. 6. (Color online) Spectral density of the position z in
a harmonic oscillator. The simulation parameters are 7' =1,
Dzl,m:O.QandwO:\/g.

B. Diffusion over a barrier

As an additional test of our numerical method, we sim-
ulate the diffusion of a non-Markovian Brownian particle
over a square-barrier potential,

mwd

Vie)=-"%

z2. (49)
As detailed in [27], this problem can be solved analyt-
ically for the case of the correlation function C} .
Although the Brownian particle can not come to ther-
mal equilibrium in this case, because the potential is
not bounded from below, the probability to pass over
the barrier is well defined. With the initial kinetic
energy K = p3/2m (po > 0) and the barrier height
B = mwix3/2 (zg < 0), B = D/(2mT) in the here
simulated case of a stationary non-Markovian Langevin

Wpeak

FIG. 7. (Color online) Behavior of the peak frequency wpeak
as a function of 7. In a narrow frequency range the peak
vanishes completely. With increasing values of 7 it approaches
the frequency of the harmonic oscillator whereas in the limit
7 — 0 its frequency converges to the white-noise limit. The
same simulation parameters have been used as in Fig. @
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FIG. 8. (Color online) Simulation for the probability to pass a
square barrier compared to the analytic result [27]. We
use the same representation of the barrier height as in this
reference, i.e., & = K/Beg with Beg = Bwo /).

process it reads for t — oo

1 1+ M7
P(z0,p0) = §erfc [WO Tll
( B\ /K)
X e — —_—
T wo T

The parameter A\; is the positive root of the cubic equa-

tion
)\2 2
+<6w3>°‘;00. (51)

(50)

PR
T T
To further validate our numerics, we have used the same

test cases as in [27]. As can be seen in Fig.|8] the results
of the simulation is in perfect agreement with the ana-



lytical result . We have checked that further evolu-
tion to later times within our numerical simulation does
not change the passing probability anymore, i.e., that
the time evolution really converges to the anlytical re-
sult. We have also verified that the same results can be
achieved with the stochastic process, using a white-noise
auxiliary variable, as explained in the reference.

VI. LANGEVIN EQUATION IN A DOUBLE
WELL POTENTIAL

Etot

AV |

FIG. 9. (Color online) 400 independent realizations of the
Langevin equation with a symmetric double-well poten-
tial and initial conditions as defined in . Shown is the
total energy and position of each particle at the time ¢ = 5.

The general form of a double-well potential V(x) is
described by

V(z) = ax* +ba® 4+ ca® +d

with a suitable choice of parameters a, b, ¢ and d. Since
the corresponding force is not linear in z, a linear Green’s
function method is no longer applicable to solve the
Langevin equation

mi(t) + 2 /O ATt — )i (1)) 52

+ daz® + 3bx? + 2cx = £(t),

and we present only numerical results.

A. Symmetric double well potential

Here, we consider a symmetric potential with b = 0,
centered around z = 0. For an analytic study of the dif-
fusion over a saddle with the generalized Langevin equa-
tion, including the exponential covariance function C(t),
see [27]. All particles are initially located in the left po-
tential minimum, and the initial conditions are (see also

Fig. @
Lo = TminL, Vo = 05

T=1 AV =1,

D=2 m=0.1,

LTminL, = —ZminR = —2.

(53)

For the exponential covariance function Cy () the system
equilibrates at the expected mean kinetic energy of %T
as illustrated in Fig. Let N,~o(t) be the number of
particles on the right side of the well and Nt the total
number of simulated particles. The relative number of
particles on the right side is then given by

nx>0(t) = Nm>0(t)/Ntotal

and is shown for different correlation times 7 in Fig.
If the correlation time is large enough, the first particles
overcoming the well (steep rise in Fig. are dragged
back to the left (drop in Fig. due to the memory ef-
fect. When these particles reach the left potential well
they are dragged back once more from the left to the right
such that we see a rise of n,0(t) again. This oscillation
could go on for a long time if the particles were not in-
fluenced by the random force of the heat bath over time,
making them “forget” about their history. In the case of
a large correlation time 7 = 6 we can vaguely observe a
second drop in the number of particles on the right side.
For larger times ¢ > 5, ng~o(t) follows an exponential

0.6
05 |
0.4

03} §

<Eyin(t)>

02 ¥

01 L

FIG. 10. (Color online) Kinetic energy of the Langevin equa-
tion with a symmetric double well potential for the co-
variance function Ci.

growth of the form

Ngso(t) = 0.5 — B exp <t> ,
Teq
where B and 7.4 are two fit parameters, and 7.4 describes
the characteristic time of the system to reach its equilib-
rium state. Fig.[12|shows a significant increase of 7.q as
a function of the correlation time 7.

B. Asymmetric double well potential

If b # 0, the double-well potential becomes asymmetric
as shown in Fig. and can be applied for instance to
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FIG. 11. (Color online) Relative number of particles located
on the right side of the symmetric potential for different cor-
relation times 7 and two different time ranges.
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FIG. 12. (Color online) Characteristic time 7eq for the system
to reach equilibrium in the symmetric double well potential
as a function of the correlation time 7.

describe the case of heavy-ion fusion. For an analysis in
the white-noise limit see [28]. The initial conditions for

AVR r

Etot

XminL 0
X

FIG. 13. (Color online) 400 independent realizations of the
Langevin equation with an asymmetric double well po-
tential and initial conditions as defined in . Shown is the
total energy and position of each particle at the time ¢ = 5.

the following simulations are

UOZO, D:4, m:O.L
(AV)R ~ 2.90,
TminR ~ 2.73.

Lo = TminL,
(AV), =1,

Tminl, =~ _1833

(54)

With rising temperature some particles fall into the
deeper right potential minimum and remain there. For
even higher temperatures it is possible that these par-
ticles overcome the potential barrier (AV)g from the
right. Fig. [14] and [15] show the development of n,~q(t)
for 7 = 0.1, 7 = 2 and different values of the tem-
perature. We observe that for very high temperatures
the equilibrated relative number of right particles lowers
since more particles can overcome the right potential bar-
rier (AV)r backwards. Fig. [16|shows this development
of n,>o(t) for different temperatures at two time values
t =4 and t = 20. The effect of the correlation time 7
becomes smaller with increasing ¢.

1
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t

FIG. 14. (Color online) Relative number of particles located
on the right side of the potential well for different tempera-
tures 1" and correlation time 7 = 0.1.
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FIG. 15. (Color online) Same as Fig. [[4]but for the correlation
time 7 = 2.
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FIG. 16. (Color online) Relative number of particles located
on the right side of the asymmetric potential well as a function
of the temperature T at fixed times ¢ = 4 (upper figure) and
t = 20 (lower figure). With increasing temperature more
particles overcome the potential well in a shorter time. For
very high temperatures the particle’s energy becomes large
enough to overcome the potential barrier as easily from the
right as from the left such that the curve converges to 0.5. The
correlation time has a larger impact on the relative number
of particles for smaller times t.
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VII. CONCLUSION AND OUTLOOK

In this paper we presented an efficient method to simu-
late stationary Gaussian noise for an arbitrary covariance
function and applied this procedure to the simulation of
the generalized Langevin equation with and without ex-
ternal potentials leading to memory effects due to the
time correlation of the noise.

In absence of an external potential the memory effect
with sufficiently large correlation times realized by differ-
ent covariance functions manifests itself in “plasmon” os-
cillations. In the presence of a harmonic potential we are
able to solve the Langevin equation in parts analytically
and have found an effective particle oscillation frequency
composed of an oscillation due to the harmonic poten-
tial and an oscillation due to the memory effect. Finally,
we presented our numerical results for the simulation of
the generalized Langevin equation with a symmetric and
an asymmetric double well potential. Here, we empha-
size that the correlation of the noise plays an important
role in the behavior of the observed particles, leading to
memory effects that lead to a delay of the relaxation of
quantities like the particle distribution to their equilib-
rium values.

In this work we mainly focused on the presentation
of the generalized Langevin equation including the expo-
nential covariance function C;(t). While the Gaussian
covariance function Cy(t) also leads to oscillations, the
frequencies are different. This motivates for a further
study on the impact of different covariance functions.

Another promising investigation with the present
method is the question of the diffusion rate (Kramers
rate) over a potential barrier [16], which we also post-
pone to a future publication.

For a more general study of the generalized Langevin
equation in three dimensions, with particle-particle in-
teraction, and a memory kernel not only depending on
t — ¢ but on t and ¢’ separately, see [29] B0].
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Appendix: Algorithm for colored noise

Here, we give explicitly a basic numerical algorithm for
generating a sequence of colored noise in accordance with
our method, which is described in [[I}
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1. Define a sufficiently large time interval [—A, A],
such that all relevant functions (see below for
C(t), G(t)) become negligibly small outside the in-
terval. Using (2M + 1) equidistant grid points on
this interval lead then to the following discretized
time values and frequency modes:

A
At=— = t,=m-At
M (A1)
Aw — 2T N _ 2mn ’
YT @M 1) At “Un T oM+ 1) At
with m,n € {-M,...,0,..., M}

2. Take the Fourier transform Se(w) = F[C](w) of
the desired covariance function C(t) such as given
in on the discrete set of t-values:

Se ( AtZC

) exp(iwntmm) - (A.2)

3. Take the inverse Fourier transform of /S¢(w) on
the discrete set of w-values:

G Z \/ S, wn exp zwnm
=M

n=

(A.3)

4. Generate a sequence of white noise &, (t) on the
time interval [-A, A+ T1:

a;
VAL’

where T > 0 defines a time interval for colored
noise. The variable a; is a standard normally dis-
tributed random number.

gw (tl) = (A4)

5. Take the convolution of G(t) with &, (¢) on the time
interval [—A, A] to generate a sequence of colored
noise:

)€w (t + ) (A.5)

AtZG

with ¢; = j- At for j € {0, ..,
points on [0, 7.

N} denoting the time

We note that for every sequence of colored noise
&(t) the white noise &,(t) has to be generated in-
dependently.
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