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This work investigates the phase structure of the non-renormalizable (3+1)-dimensional Nambu-
Jona-Lasinio (NJL) model with particular focus on inhomogeneous phases (IPs), where the chiral
condensate is non-uniform in space, and the closely related moat regimes, where mesonic disper-
sion relations favor non-vanishing momenta. We use the mean-field approximation and consider
five different regularization schemes including three lattice discretizations. The results within the
different regularization schemes are systematically analyzed in order to study the dependence of the
IP on the choice of regulatization scheme and regulator value. The IP exhibits a drastic dependence
on the chosen regularization scheme rendering any physical interpretation of results on inhomoge-
neous phases in this model doubtful. In contrast, we find only a mild scheme dependence of the
moat regime suggesting that its existence is a consequence of the action of the NJL model and its
symmetries and, thus, that it might also exist in QCD.
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I. INTRODUCTION

Inhomogeneous phases (IPs) are phases where in ad-
dition to chiral symmetry also translational invariance is
broken, i.e., the chiral condensate ⟨ψ̄ψ⟩ is a function of
the spatial coordinates x⃗ = (x1, x2, x3). An IP is one
of several, not necessarily mutually exclusive scenarios
which are considered to be relevant in the phase diagram
of Quantum Chromodynamics (QCD) at non-vanishing
chemical potential µ and low to intermediate tempera-
ture T . Other conjectured scenarios for the QCD phase
diagram in that region include color-superconducting
phases [1], quarkyonic matter [2, 3] or liquid-crystal like
behavior [4, 5]. Phases with spatially modulated chiral
currents, that are observed in holographic models fitted
to lattice QCD data [6–10], could possibly coincide or be
an alternative scenario to an IP.

While the phase diagram of QCD, is well understood
for small chemical potentials from lattice simulations [11–
14], the phase structure for intermediate and large chem-
ical potentials is less clear and an active area of current
research. A common scenario is that the crossover is re-
placed at some non-vanishing value for µ by a first-order
transition starting at a critical endpoint (CP) and contin-
uing down to zero temperature. Various functional meth-
ods predict this point at µcep > Tcep [15–17]. While these
methods necessitate certain approximations, their pre-
dictions are supported by lattice results that determine
the location of the CP by analyzing Lee-Yang zeros [18].
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Moreover, similar findings are obtained when using QCD-
inspired models such as the Nambu-Jona-Lasinio (NJL)
model or the quark-meson model, see, e.g., Refs. [19, 20].
Due to the technical challenges for the lattice and func-
tional methods at intermediate µ, e.g., the sign problem,
the majority of the current QCD phase diagram predic-
tions of a first order phase transition and a CP are based
on QCD-inspired models.

The above described scenario is based on the assump-
tion of exclusively homogeneous condensation. When
allowing the condensates to depend on the spatial co-
ordinates, the first-order phase transition between the
homogeneously broken phase (HBP) and the symmetric
phase (SP) is typically replaced and gets covered by an IP
in NJL and quark-meson model calculations [21–25]. Of-
ten, the former CP is then replaced by a so-called Lifshitz
point (LP), which coincides with the common end point
of the two boundary lines of the IP [23–25]. Such model
calculations have lead to the conjecture that the IP might
be a feature of the QCD phase diagram at non-vanishing
µ and also at large magnetic fields [26–28].

Apart from model investigations there is also evidence
from functional approaches supporting this conjecture.
Studies employing a Dyson-Schwinger approach to QCD
have shown that an IP is a self-consistent solution in the
QCD phase diagram [29] and instabilities of a chirally
symmetric solution towards an inhomogeneous conden-
sate exist [30, 31]. Also, investigations using the Func-
tional Renormalization Group [16] support the existence
of a moat regime in QCD, a regime with an exotic meson
dispersion relation featuring a minimum at non-vanishing
momentum [32]. It is argued that this moat dispersion
relation is a precursor to an IP, since it favors particles
with non-vanishing momenta. Indeed, the moat disper-
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sion relation was recently shown to coincide with large
parts of the IP in the (1 + 1)-dimensional Gross-Neveu
(GN) model, but it can also exist without the presence
of inhomogeneous condensates [33].

The model calculations with focus on IPs are pre-
dominantly restricted to the mean-field approximation,
i.e., neglect bosonic quantum fluctuations. There is an
ongoing discussion whether IPs persist when going be-
yond this approximation [34–39] or whether alternative
scenarios such as liquid-crystal behavior [4, 5, 40, 41]
or the so-called quantum pion liquid regime [42–46]
are realized through disordering by fluctuations of dif-
ferent types of Goldstone bosons. Typically, phases
with symmetry breaking such as the HBP and the IP
are weakened by quantum and/or thermal fluctuations
[5, 34, 36, 47, 48]. However, these findings are either
based on low-dimensional model calculations or involve
drastic approximations. Thus, clarifying the fate of the
IP beyond the mean-field approximation in theories with
more relevance for phenomenology is an important future
direction in the investigation of the QCD phase diagram.

An obvious and necessary first step in this direction,
is to study the regularization scheme (RS) and regula-
tor dependence of the IP in mean-field theory before ex-
tending state of the art lattice field theory simulations
of the IP in NJL-type models [34, 37, 49] to (3 + 1)-
dimensions. Recently, it has been demonstrated in the
(2 + 1)-dimensional GN model that the existence and
shape of the IP strongly depends on the used RS and
on the respective value of the regulator [50, 51]. More-
over, in this model and also other related four-fermion
models in 2 + 1 dimensions, the IP is only present at
finite values of the regulator. The IP is absent in the
renormalized limit [52]. This observation could be of par-
ticular relevance in the (3 + 1)-dimensional NJL model,
which is non-renormalizable. Its phase diagram obtained
within different continuum RSs was compared in Ref. [53]
with the main result that all three expected phases (SP,
HBP, IP) are present in the phase diagram, but with
large quantitative differences. This study, however, com-
pared the RSs only at a single parameter set for each RS,
where central observables such as the constituent quark
mass in the vacuum did not agree between the RSs.

In the present work, we significantly extend and im-
prove this study in several ways. First, we determine
the phase diagrams within different RSs for a large range
of constituent quark masses, which allows to compare in
a more systematic and physically meaningful way. Sec-
ond, we include three lattice discretizations as additional
RSs in the comparison. This is particularly interesting,
since lattice Monte-Carlo simulations would be an ide-
ally suited approach to study the phase diagram of this
model beyond the mean-field approximation in a rigor-
ous way. Moreover, we investigate the effect of excluding
the medium part of the theory (which are finite without
regularization) from the regularization. This was already
shown to have a strong effect on certain features of the
NJL model and can, e.g., cure causality violations that

otherwise arise at finite density within cutoff schemes
[54]. Finally, we add a completely new direction and
investigate the existence, extent and RS dependence of
the moat regime in the phase diagram at both zero and
non-zero temperature and chemical potentials.
This paper is organized as follows. In Section II we

recapitulate the definition of the NJL model and derive
all relevant quantities for the study of its phase diagram.
Furthermore, we briefly discuss the five employed RSs
and the parameter matching, which is based on the quark
constituent mass M0 and the pion decay constant fπ.
In Section III we present the results regarding the IPs
including the phase diagram for each of the studied RSs
in the (M0, µ)-plane at zero temperature. Results for the
moat regime for both T = 0 and T ̸= 0 are discussed in
Section IV. We conclude in Section V.

II. THE NAMBU-JONA-LASINIO MODEL IN
3 + 1 DIMENSIONS

The action of the (3 + 1)-dimensional NJL model in
Euclidean spacetime is

S[ψ̄, ψ] =

∫ β

0

dτ

∫
d3x

{
ψ̄
(
/∂ + γ0µ

)
ψ+ (1)

+G
[(
ψ̄ψ
)2

+
(
ψ̄ıγ5τττψ

)2]}
,

where ψ̄ and ψ are fermion fields, describing massless
quarks, with N̄ = Nf ×Nc ×Nγ = 2× 3× 4 components
(representing the number of quark flavors, colors and spin
components, respectively). We use the slash notation
/∂ = γµ∂µ, where the matrices γµ fulfill the Clifford al-
gebra for a Euclidean metric. The spacetime integration
is restricted to [0, β] × R3 with anti-periodic boundary
conditions for the fermion fields in the imaginary time
direction. The temporal extent β is given by the inverse
temperature 1/T , µ is the quark chemical potential and τττ
is the vector of Pauli matrices acting in flavor space. The
coupling constant G can be tuned such that certain vac-
uum observables agree with corresponding experimental
values, e.g.. the pion decay constant (see Section IID).
The action (1) is invariant under global U(1) ×

SUV (2) × SUA(2) transformations with the generators
1, τττ , τττγ5, which is the chiral symmetry group in the mass-
less limit of 2-flavor QCD.
To get rid of the four-fermion term, one typically in-

troduces bosonic auxiliary fields σ and πππ via a Hubbard-
Stratonovich transformation. The resulting partition
function with action

S[ψ̄, ψ, σ,πππ] =

∫
d4x

{
ψ̄Dψ +

σ2 + πππ2

4G

}
, (2)

where

D = /∂ + γ0µ+ σ + iγ5 τττ · πππ, (3)
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provides access to mesonic degrees of freedom in a more
obvious way and is equivalent to the purely fermionic
partition function. The expectation values of the bosonic
fields satisfy the Ward identities

⟨ψ̄ψ⟩ = − 1
2G ⟨σ⟩, ⟨ψ̄iγ5τττψ⟩ = − 1

2G ⟨πππ⟩, (4)

and, thus, can be used as indicators for the spontaneous
breaking of the chiral symmetry SUA(2). The symme-
try transformations SUV (2)× SUA(2) on the level of the
purely fermionic action (1) correspond to O(4) rotations
of the field vector ϕ = (σ,πππ) for the action (2).
As the fermion fields appear exclusively in a bilinear

form in the action (2), the corresponding integration over
Grassmann variables can be carried out, resulting in a
purely bosonic path integral,

Z =

∫
DσDπππ e−Seff[σ,πππ], (5)

with the effective action

Seff[σ,πππ] =

∫ β

0

dτ

∫
d3x

σ2 + πππ2

4G
− Tr ln D. (6)

We restrict this work to the mean-field approximation,
where fluctuations of σ and πππ are suppressed. On the
one hand this is a severe simplification compared to the
full quantum field theory. On the other hand the depen-
dence on the fermionic ultra-violet (UV)-regularization
is still present within this approximation. The mean-
field approximation is often considered as an appropri-
ate starting point that is computationally less expensive
than fully non-perturbative calculations with functional
methods or lattice simulations.

Within the mean-field approximation, the integration
over σ and πππ in the partition function (5) is reduced to the
contribution of a single field configuration, which is the
global minimum of Seff with respect to the bosonic fields,
i.e., the functional integration in the partition function is
reduced to a minimization problem. In case of a sponta-
neously broken symmetry, one finds multiple degenerate
minima. In the mean-field approximation, however, it is
appropriate to simply pick one of the equivalent minima,
see, e.g., Refs. [19, 25, 55–57] for corresponding discus-
sions.1

In this work, we restrict the bosonic fields to ex-
hibit only a spatial, but not a temporal dependence, i.e.,
ϕ(x) = ϕ(x⃗), where x⃗ = (x1, x2, x3). A further simpli-
fying restriction, which we impose for a few specific cal-
culations, is the restriction to homogeneous bosonic field
σ,πππ = σ̄, π̄ππ. In this particular case, the O(4) symmetry
allows to set π̄ππ = 0.

1 In case of a first order phase transition, one finds multiple de-
generate minima, which are not connected by symmetry trans-
formations. In this case we refrain from evaluating observables
directly at the phase boundary line in order to avoid ambiguities.

A. Homogeneous effective potential

Evaluating the lnDetD contribution in Seff analyti-
cally is in general not possible for arbitrary field con-
figurations. While some specific 1-dimensional mod-
ulations of the bosonic fields admit an expression of
lnDetD by knowledge of the density of states [23, 58–
60], one knows the exact eigenvalues for homogenoeus
bosonic fields, as they coincide with eigenvalues of free
fermions with the dynamically generated fermion mass
m =M =

√
σ̄2 + π̄ππ2. The homogeneous, effective poten-

tial is defined as

U(M,µ, T ) =
1

βV
Seff[σ̄, π̄ππ] (7)

and can be rewritten into a compact form containing a
simple momentum integral

U(M,µ, T ) =
M2

4G
− N̄

2
l0(M,µ, T ), (8)

(see, e.g., Refs. [61, 62]). Here, V is the spatial volume,
for which we typically consider the limit V → ∞ and l0
is a UV-divergent momentum integral that is defined in
Eq. (B1).
If the ground state of the system, at given µ and T ,

is given by a homogeneous condensate, the homogeneous
effective potential evaluated at its global minimum M =
Σ̄ is equal to the thermodynamic grand potential, i.e.,
Ω(µ, T ) = U(Σ̄, µ, T ). The configuration Σ̄(µ, T ) can be
determined using the gap equation

∂U

∂M

∣∣∣∣
M=Σ̄

= 0 ⇒ M

(
1

2G
−Nℓ1(M,µ, T )

) ∣∣∣∣
M=Σ̄

= 0,

(9)

where l1 is a UV-divergent integral, which requires
regularization, and is defined in Eq. (C2). If there is
more than one solution of Eq. (9), one can determine
the global minimum by inserting each of them in Eq. (8)
and comparing the corresponding values of U .

The appearing divergences in U and l1 are depen-
dent on M and cannot be compensated by G. Thus,
the regulator cannot be removed using a renormalization
prescription as in renormalizable quantum field theories.
The results will instead depend on both the chosen RS
and the respective regulator Λ. In other words, the RS
becomes to some extent part of the theory and Λ can
be understood as a parameter of the theory. We discuss
more about the role of Λ in Section IID. More detailed
formulas for U and l1 can be found in Appendix B and
Appendix C, respectively.

B. Stability analysis

There are two common approaches to investigate in-
homogeneous condensates. Either one minimizes the ef-
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fective action in the space of inhomogeneous field config-
urations to find the energetically favored solution or one
tests the stability of homogeneous configurations against
inhomogeneous perturbations. While the minimization
strategy obviously provides the full information about
the thermodynamic ground states, it either requires a
parametrization of the inhomogeneous condensate or one
minimizes the condensate in a lattice discretized theory,
which demands expensive numerical computations in-
cluding continuum and infinite volume limit. Especially
in higher-dimensional models there are open questions
about the preferred form and dimensionality of the in-
homogeneous modulation. The stability analysis method
on the other hand requires no ansatz and is compara-
tively cheap and flexible, meaning that it can be used in a
straightforward way with various regularization schemes.
However, it comes with the disadvantage that it does not
give conclusive information about the preferred shape of
the inhomogeneous condensate. Moreover, the existence
of an instability of Σ̄ towards an inhomogeneous pertur-
bation is a sufficient, but not necessary condition for the
existence of an IP.

Stability analyses are our main tool to explore the ex-
istence and properties of IPs in the present work. This
approach has been used extensively in investigations of
the NJL model as well as other four-fermion and Yukawa
models within various RSs, e.g, in Refs. [22, 33, 50, 52,
63–72]. Therefore, we only recapitulate the core idea and
refer to Ref. [67] for a discussion and derivation in the
context of the NJL model, to Ref. [50] for a discussion
of stability analysis in combination with a lattice regu-
larization and to Ref. [33] for a detailed investigation of
the range of validity of this method. The starting point
of a stability analysis is to consider an infinitesimal in-
homogeneous perturbation of arbitrary form δϕ(x⃗) of a
homogeneous field configuration σ̄. One then expands
the effective action in powers of this perturbation, where
the first order correction is proportional to the left-hand
side of the gap equation (9), which vanishes, if one con-
siders a minimum of the homogeneous effective potential,
i.e., σ̄ = 0 or σ̄ = Σ̄, as an expansion point. The coef-
ficients of the second order correction correspond to the
curvature of the effective action in the direction of the
respective inhomogeneous perturbation. For a pertur-
bation of momentum q to the bosonic field ϕ, where ϕ
is either σ or πi, this is given by the bosonic 1-particle

irreducible two-point vertex function Γ
(2)
ϕ (q), for simplic-

ity denoted as bosonic two-point function in the follow-

ing.2 If one finds negative values of Γ
(2)
ϕ (q) for any ϕ and

q ̸= 0, there exists an inhomogeneous field configuration,
which is energetically favored over the homogeneous ex-
pansion point. If this expansion point is the global ho-
mogeneous minimum Σ̄, a negative value of Γ(2) signals

2 We note that the bosonic two-point function is by derivation
diagonal in momentum space for theories with local four-fermion
(FF) interaction channels, see, e.g., Refs. [33, 50, 52].

that the corresponding inhomogeneous configuration is
favored over any homogeneous configuration. To sum-
marize, the check for an IP at given (µ, T ), requires two
steps, (1) the determination of Σ̄(µ, T ) and (2) the com-

putation of Γ
(2)
ϕ (q), where negative values indicate the

presence of an IP.
For the Pauli-Villars (PV) and spatial momentum cut-

off (SC) schemes, Γ
(2)
ϕ (q) can be split up into two diver-

gent contributions stemming from the fermionic loop in-
tegral: l1, which does not depend on q and also appears
in the gap equation (9), and l2(q), see Eq. (C1). For
the lattice discretizations, this is not possible and the
remaining loop integral ℓ3,ϕi

(q) depends on the chosen
lattice discretization, compare Eq. (C28) and Eq. (C29)

respectively. Further details on the evaluation of Γ
(2)
ϕ (q)

can be found in Appendix C and on the regularization
schemes in Section IIC.

Moat regime

A moat regime is characterized by a non-trivial bosonic
dispersion relation with a global minimum at a non-zero
momentum. In contrast to an IP, the two-point func-
tion, which allows to read off the dispersion relation,
does not have to exhibit a negative value at this mini-
mum. A simple criterion characterizing a moat regime
is a negative sign of the wave-function renormalization
Zϕ = zϕ(M = Σ̄), (ϕ = σ, πi) [33], where

zϕ(M) =
dΓ

(2)
ϕ (q)

dq2

∣∣∣
q=0

. (10)

This criterion might fail to detect a moat regime,
when the non-trivial, global minimum in Γ(2) is related
to a higher-order derivative of the two-point function,
i.e. when Γ(2) has a local minimum at q = 0 instead of a
local maximum. We are, however, not aware of any work
observing such a scenario in a renormalizable model.3

The formulas obtained for zϕ(σ̄, 0) in the considered
RSs can be found in Appendix D.

C. Regularization schemes

Both the calculation of the homogeneous effective po-
tential and the stability analysis involve the evaluation
of fermionic loop integrals that are UV-divergent. In this
work, we use and compare several schemes and we discuss
in the following how the schemes regulate such integrals.

3 Later, we will discuss a case in the NJL model (which is non-
renormalizable), where the two-point function shows exactly this
behavior. It is, however, in a parameter region clearly outside
the range of validity of the model.
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We consider the generic integral

I = 1
β

∞∑
n=−∞

∫
d3p
(2π)3 f(νn,p,M), (11)

where p are spatial loop momenta, νn are the fermionic
Matsubara frequencies and f is the integrand, which is
a combination of free fermion propagators with mass M .
This integral is UV-divergent when f ∝ pa with a ≥ −3
for large p. This is the case for the integrals l1 and l2 (for
the SC and PV scheme) as well as ℓ3,ϕi

(for the lattice
discretizatons).

1. Pauli-Villars

The PV regularization scheme introduces additional
copies of the integrand with differing coefficients and
masses. These can be interpreted as contributions from
both bosonic and fermionic replica fields of the original
fermionic fields. The integral (11) is then of the form

I(PV) = 1
β

∞∑
n=−∞

∫
d3p
(2π)3

NPV∑
k=0

ckf(νn,p,Mk), (12)

where Mk =
√
M2 + αkΛ and the k = 0 term with

α0 = 0 is the unregularized contribution. The number of
regulating terms NPV is not fixed and only bounded from
below. For our investigation of the (3 + 1)-dimensional
NJL model, NPV ≥ 2 is necessary to render the most
divergent integral finite. The coefficients ck and αk need
to fulfill the conditions

NPV∑
k=0

ck = 0,

NPV∑
k=0

ckαk = 0, (13)

see, e.g., Refs. [56, 73]. We follow existing literature and
choose NPV = 3, c⃗ = (1,−3, 3,−1) and α⃗ = (0, 1, 2, 3)
[23].

2. Spatial momentum cutoff

With the SC scheme one restricts the region of inte-
gration of the spatial loop momenta to a 3-dimensional
sphere of radius Λ. The integral (11) is then replaced by

I(SC) = 1
β

∞∑
n=−∞

∫
dΩ

(2π)3

∫ Λ

0

dp p2 f(νn,p,M), (14)

where
∫
dΩ represents the angular integration over the

loop momenta. One of the main drawbacks of this scheme
is that shifts of the integration variable p lead to a modi-
fication of the integration boundaries, which can severely
complicate the evaluation of such integrals.4

4 A possible variation of such cutoff schemes is to introduce an
energy cutoff instead of a momentum cutoff as proposed, e.g., in
Refs. [74, 75].

3. Lattice regularizations

Lattice regularizations lead to momentum integrals
similar to those in the SC scheme. For infinite space-
time volume5 Eq. (11) becomes

I(Lattice) =

3∏
i=0

[∫ ΛLFT

−ΛLFT

dpi

]
f ′(p0,p,M), (15)

where ΛLFT = π/a with lattice spacing a and a modified
integrand, f ′ containing free fermion propagators for the
respective lattice fermion discretization as discussed in
the following paragraphs.
a. SLAC fermions In the SLAC discretization [76,

77] the derivative operator is constructed such that the
dispersion relation of a massless fermion matches the lin-
ear continuum dispersion relation of a massless fermion
within the first Brillouin zone.6 As a consequence, one
finds that this discretization fully respects chiral symme-
try and is free of doublers. This construction, however,
necessitates a discontinuity of the dispersion relation at
the edge of the Brillouin zone. While this causes severe
problems in gauge theories [78], the SLAC discretization
has been successfully applied in the investigation of FF
models [34, 35, 37, 79, 80].
Within this discretization, one finds for the fermion

propagator

SSLAC (p) =
−iγµPSLAC (pµ)− γ0µ+M∑3
i=0 (PSLAC(pi)− δi,0 iµ)

2
+M2

(16)

with dispersion relation

PSLAC (pµ) = 2ΛLFT

(
pµ

2ΛLFT
−
⌊
1

2
+

pµ
2ΛLFT

⌋)
, (17)

where ⌊·⌋ denotes the floor function.
b. Hybrid fermions This discretization is a combina-

tion of the SLAC discretization for the temporal deriva-
tive in the action and a naive lattice discretization for the
spatial derivatives. The naive discretization also respects
chiral symmetry, but exhibits 2d fermion doublers, where
d = 3 is the number of naively discretized dimensions. It
gives rise to a sinusoidal dispersion relation and one finds
for the fermion propagator

SHybrid (p) = (18)

=
−iγ0 [PSLAC (p0)− iµ]− i

∑3
i=1 γi sin (api) +M

(PSLAC(p0)− iµ)
2
+
∑3

i=1 sin
2 (api) +M2

.

5 For finite spacetime volume, one finds that integrals over mo-
menta in directions with a finite extent are replaced by sums.
However, since we consider lattice regularizations almost exclu-
sively in an infinite spacetime volume, i.e., T = 0 and 1/V = 0,
we abstain from giving the respective formulas.

6 This discretization is sometimes also called the plane wave ex-
pansion.
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The existence of fermion doublers in this discretization
necessitates additional modifications of the action. With-
out such modifications, one finds that at large momenta
the bosonic fields mediate unphysical interactions be-
tween different doubler species in the Yukawa-interaction
terms [82]. One can suppress these unwanted interactions

by introducing in momentum space a weight function W̃
to the Yukawa-interaction terms

˜̄ψ(p) (σ̃(p− q) + iγ5 τττ π̃ππ(p− q)) ψ̃(q) (19)

→ ˜̄ψ(p) W̃X(p− q)(σ̃(p− q) + iγ5 τττ π̃ππ(p− q)) ψ̃(q),

where ˜̄ψ, ψ̃, σ̃, π̃ππ are the Fourier components of the re-
spective fields and W̃X(p−q) =

∏3
i=1 w̃X(pi−qi). There

are infinitely many possible choices for w̃X, which lead
to a suppression of the interactions between the doublers
and to identical results for renormalizable theories in the
continuum limit. We consider the two possibilities

w̃cos(pµ) =
1 + cos(pµ)

2
(20)

and

w̃Θ(pµ) = Θ
(
1− |pµ| 2a

π

)
. (21)

Since the 3+1-dimensional NJL model is a theory, where
one cannot take the continuum limit, these two choices
are not equivalent, and we thus consider them as separate
RSs denoted as Hybridcos and as HybridΘ, respectively.

4. No medium regularization

Within some RSs one can separate the integral I into a
medium part dependent on µ and T and a vacuum contri-
bution independent of such thermodynamical quantities.
In this work, this is the case for the PV scheme and SC
scheme. In our context, only the vacuum contributions
are UV-divergent while medium contributions stay finite,
since the respective integrand vanishes at large momenta
due to exponential suppression by the Fermi-Dirac distri-
bution functions. After regularization and for chemical
potentials and/or temperatures that are in the order of or
larger than the regulator, one finds that the fall-off of the
integrand in the medium contribution is modified, e.g.,
cut off in the case of the SC scheme. In a renormalizable
theory, where the regulator is removed at the end, it does
not make a difference, whether the whole theory or only
the vacuum parts are regulated. However, as we need
to keep the regulator finite it might be advantageous to
reduce the regularization artifacts by only regulating the
UV-divergent parts. We indicate such a version of a RS,
that allows the separation of vacuum and medium parts,
as no medium regularization (NMR).

Applying NMR was found to have a significant posi-
tive impact on the homogeneous phase diagram [83] and
physical quantities such as the speed of sound, which can

violate causality in a large region of the phase diagram
for the SC without NMR [54].
In our case, NMR is equivalent to renormalization

group consistency, which is discussed in Ref. [84] and pro-
vides a systematic approach to correct for regularization
artifacts in the medium contributions without explicitly
separating them from the vacuum parts.

D. Parameter tuning

As discussed in Section IIA, we need to consider the
regulator Λ as a parameter of the theory, in addition
to the coupling G. When interpreting the NJL model
as a low-energy model for chiral symmetry breaking in
QCD, the value of Λ represents the energy scale, where
the gluon dynamics start to become dominant and the
approximation of the gluon-mediated interactions as FF
vertices is no longer valid [73].
The coupling G and the regulator Λ can be tuned

such that certain standard observables assume physically
motivated values. We follow an approach proposed in
Ref. [73], which has become a standard in NJL model in-
vestigations (see, e.g., Refs. [19, 25, 54, 67, 81]), namely
to fix the pion decay constant fπ = 88MeV.7 The con-
stituent quark mass in the vacuumM0 = Σ̄(µ = 0, T = 0)
is the second key quantity that is used as input in the tun-
ing. To relate fπ and M0 to G and Λ, we follow Ref. [73]
and present corresponding formulas for G and fπ/M0 in
Appendix A.

III. REGULARIZATION SCHEME
DEPENDENCE OF THE INHOMOGENEOUS

PHASE AT ZERO TEMPERATURE

A. General phase structure

We start the discussion by considering the central re-
sult of this work: the phase structure within different
RSs in the (M0, µ)-plane at T = 0 as shown in Fig. 1.
From this figure it is obvious that there is a strong de-
pendence of both the existence and the extent of IPs on
the RS and the regulator Λ. This ambiguity indicates
that predictions of an IP in the NJL model have rather
limited implications for the phase structure of QCD.
In Fig. 1, moving along the horizontal axis corresponds

to considering different values for M0, i.e., different pa-
rameter sets with fπ being fixed. It is noteworthy that
the value of fπ only sets the scale in MeV in the plots and
does not change the phase structure, see Section IID. In
the plot, the HBP is located at small chemical potential,

7 In QCD with physical quark masses, one would expect fπ ≈
92.4MeV [85]. However, using chiral perturbation theory one
finds for vanishing bare quark masses fπ ≈ 88MeV [86, 87].
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i.e., below the phase boundary lines. While the homoge-
neous phase boundaries (solid and dottes lines) are qual-
itatively similar between the RSs, we find that the shape
and extent of the IP (shaded regions) in this plane is
highly dependent on the choice of the RS. In particular,
we note that there is not a single point in the (M0, µ)-
plane, where all RSs exhibit an IP simulatenously. For
small values of M0, which correspond to large values of
Λ, we find that the IP is absent within all RSs, which is
the only region where the RSs agree with respect to the
existence of the IP.

We note that the observed strong dependence of the
existence and extent of the IP in the NJL model on the
RS and the value of the regulator is not surprising: IPs
appear for values of the chemical potential, which are of
the order of the regulator, which facilitates strong regu-
larization artifacts.

In the following we briefly discuss the results obtained
within each of the RSs:

• The PV scheme leads to the largest IP in the
(M0, µ)-plane. One finds that the CP and the LP
coincide in agreement with previous studies [23, 24].
For intermediate values of M0 < 315MeV, one
finds two separated regions: the “inhomogeneous
island”, which is connected to the HBP and the
“inhomogeneous continent” [88], which is located at
larger values of µ and disconnected from the HBP.
For small values ofM0, the “inhomogeneous island”
is absent and only the “inhomogeneous continent”
is present.

• Within the SC scheme the IP in the (M0, µ)-plane
is significantly smaller compared to that of the PV
scheme. One finds that the CP and the LP are
separated, which is due to surface terms that arise
in the underlying loop integrals [24].

• Within the SLAC discretization one finds that an
“inhomogeneous continent” splits off at an inter-
mediate value of M0 similar as in the PV scheme.
Moreover, a splitting of the CP and the LP is ob-
served similar to the findings within the SC scheme.
The extent of the IP, however, is larger than that
of the SC scheme. The depicted phase boundaries
exhibit small but clearly visible statistical fluctu-
ations, which are a consequence of the stochastic
evaluation of the underlying momentum integrals.

• Within the HybridΘ scheme, an IP is present for
small values of M0 and µ. The CP and LP are sep-
arated, but the splitting is in the opposite direc-
tion compared to the SC and SLAC scheme, i.e.,
the LP is located at larger values of M0 than the
CP. This is mostly likely due to the effective vector
interactions that arise as discretization artifacts in
Yukawa-theories with schemes that exhibit fermion
doublers such as the Hybrid schemes [34, 82]. Such
vector actions are known to split the CP and the

LP in the NJL model such that the LP is located
at a higher temperature [89, 90].

• It is particularly important to note that no insta-
bility region is observed at all in the Hybridcos
scheme. Since the homogeneous phase boundary
line is by definition identical to the one of the
HybridΘ scheme, we abstain from plotting it sepa-
rately.

In the following sections, we will elaborate more on the
significant, qualitative differences in the results obtained
within different RSs.
A related finding with respect to the RS scheme depen-

dence of the IPs is the study of the phase diagram of the
d+ 1-dimensional GN model in Refs. [63, 64, 91], where
an IP is present for d ∈ [1, 2) and absent for d ∈ [2, 3).
The GN model is also non-renormalizable for d = 3 and
the results from Refs. [63, 64] can be interpreted as a
study of the 3 + 1-dimensional GN model using dimen-
sional regularization. A small d would then correspond
to a strongly-regularized theory, i.e., a small value of Λ
within RSs considered in this work. The integral expres-
sion for the bosonic two-point function of the σ field is
mathematically identical in the GN model and the NJL
model (independent of d = 1, 2, 3) and the IP in the
NJL model typically is realized through inhomogeneities
in the σ condensate [23]. Thus, these studies provide
results within a sixth RS scheme pointing towards the
non-existence of an IP for higher values of Λ (high values
of d in dimensional regularization), consistent with the
other five RSs.

B. Two-point functions

In this section, we study the rather different behavior
of the two-point functions within all five RSs to illustrate
possible reasons for the vastly different phase diagrams
discussed in the previous section and shown in Fig. 1.

Fig. 2 depicts the bosonic two-point function Γ
(2)
σ as a

function of the bosonic momentum q for all considered
RSs and selected values of the chemical potential µ, T =
0, M0 = 300MeV.
One finds that the PV and SC scheme exhibit a crudely

similar behavior of the two-point function. There are,
however, visible differences in terms of a vertical shift
as well as of the depth of the minima, which cause the
absence of an instability for the SC scheme, while it is
present in the PV scheme (see the left plot).
The lattice discretizations exhibit a periodic two-point

function, which is a consequence of the periodic disper-
sion relations on the lattice. The SLAC discretization
exhibits a non-zero positive slope at q = 0 for all µ,
which is a consequence of the jump in the fermionic dis-
persion relation at the edge of the Brillouin zone. This
can lead to a maximum in the two-point function at a
finite momentum, while a minimum can be present for
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even larger momenta, as is the case in the right plot of
Fig. 2.

The Hybrid discretizations exhibit rather different two-
point functions because of differences in the respective
weighting functions. This is especially evident with the
HybridΘ scheme, where the two-point function jumps at
q = ΛLFT/2 to large positive values due to the discon-
tinuos weighting function (cf. Eq. (21)). At the chosen
chemical potential in the left plot of Fig. 2, the two-point
function is negative for small momenta signaling an in-
stability towards an IP. For increasing µ these negative
intervals are shifted towards larger q and finally disap-
pear, because they are suppressed by the weighting func-
tion. In contrast, the smooth weighting function in the
Hybridcos scheme (cf. Eq. (20)) suppresses the two-point
function already for small momenta causing the absence
of instabilities which are present in the HybridΘ scheme.

C. Characteristic momentum

The characteristic momentum Q is defined as that mo-

mentum, where the bosonic two-point function Γ
(2)
σ (q)

assumes its minimal value,

Q = argmin
q

Γ(2)
σ (q). (22)

Even though this is not necessarily the dominating mo-
mentum of the inhomogeneous field configuration, which
can, in principle, be obtained by minimizing Seff, it is
expected to be similar and, thus, a useful quantity to
characterize an IP. On a second-order phase boundary
between an SP and an IP, Q corresponds to the momen-
tum of the inhomogeneous condensate [33]. By consid-
ering energy gaps at the Fermi surface and following the
argumentation of the Peierls stability, one expects that
Q ≈ 2µ (see, e.g., Refs. [3, 25] for a discussion in the con-
text of these models). However, the exemplary two-point
functions discussed in Section III B have shown that this
is in general not the case for the lattice regularization
schemes.

To investigate the behavior of the characteristic mo-
mentum systematically, we define

Q′(µ, T ) =

{
Q(µ, T ) if Γ(2)(Q) < 0

0 otherwise
, (23)

because only a characteristic momentum associated to
an instability is relevant for this discussion. In Fig. 3,
Q′(µ, T ) is shown within different RSs in the (M0, µ)-
plane at T = 0. Within the PV and SC schemes one
finds that the characteristic momentum indeed follows
the expectation of Q ≈ 2µ. While this is the expected
behavior, it is important to note that consequentlyQ ≳ Λ
within most parts of the instability region. This is highly
problematic, since it prevents separation of scales in the
system and the regulator Λ does not serve as the largest
energy scale in the system anymore. In contrast, within

the SLAC discretization one finds that the characteristic
momentum is constant, Q = ΛLFT within the instability
region (ΛLFT is the maximal momentum that is available
on the lattice, as defined in Section IIC 3). With the
HybridΘ scheme, one finds that the characteristic mo-
mentum is almost constant Q = ΛLFT/2 within the in-
stability region. This corresponds to the threshold, when
the weighting function sets in. Note that in the two lat-
ter cases Q is not related to the chemical potential µ, as
expected according to the discussion above, but to the
momentum cutoff ΛLFT ∝ 1/a. A corresponding IP is
then clearly an artifact of the regularization.

1. Dominating versus characteristic momentum within the
SLAC discretization

As previously discussed, the characteristic momentum
Q might not be identical to the dominating momentum
of the corresponding inhomogeneous field configuration.
We, therefore, investigate such field configurations for
the SLAC discretization to check whether the inhomoge-
neous condensate actually oscillates with Q = ΛLFT. To
this end, we consider the SLAC discretized action in a fi-
nite spacetime volume T−1×L3 = 7.7× (7.4)3 MeV−4 =
30×293 a4. Then, we perform minimizations of the effec-
tive action with respect to the bosonic fields. We restrict
the minimization to 1-dimensional field configurations,
to limit the numerical effort. This assumption is based
on previous findings [92] where 1-dimensional field con-
figurations were mostly favored. No further assumptions
about the field configurations are made.
In a first step, we check and confirm that the two-point

functions Γ
(2)
σ (q) in the infinite spacetime volume and in

the finite spacetime volume exhibit a similar behavior
for M0 = 287MeV and µ = 380MeV (see Fig. 4). The
upper plot in Fig. 5 then depicts the energetically pre-
ferred field configuration which was determined via the
aforementioned minimization. We find π(x) = 0, which
is in agreement with other continuum findings [56], while
the σ field oscillates with the largest possible momen-
tum, which is in agreement with the expectation from
the characteristic momentum. This is also shown by the
momentum distribution in the lower plot in Fig. 5. This
confirms that the IP within the SLAC discretization in-
deed prefers a condensate which oscillates with the max-
imally possible momentum ΛLFT = π/a. As discussed
above, this is clearly an artificial behavior related to the
RS but not a physically meaningful IP.

D. No medium regularization

In the above sections, we presented evidence and ar-
gued that strong regularization artifacts are present for
µ/Λ ≳ 1, which is the relevant region for IPs in the NJL
model. As discussed in Section IIC 4, NMR is a pro-
cedure to remove regularization artifacts in the medium
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7.7 × (7.4)3 MeV−4 = 30 × 293 a4 at M0 = 287MeV and
µ = 380MeV.

contributions of a given RS. Thus, it is expected that
this procedure reduces the observed discrepancies be-
tween the different RSs. This is studied in the following
within the SC and PV schemes.

Fig. 6 depicts the bosonic two-point function Γ
(2)
σ as a

function of the bosonic momentum q for three values of
the chemical potential µ at T = 0 with the PV and the SC
scheme with and without NMR. One finds that the NMR

has no impact on the results with the PV scheme for
µ < ΛPV ( ΛPV corresponds to the smallest mass of the
regulating terms), which is a manifestation of the silver
blaze phenomenon [93]. Similarly, the results of the SC
scheme change marginally for small values of µ, but the
impact of NMR becomes more significant for larger values
of µ. At such values for µ, we observe for both schemes an
unexpected behavior of the two-point function for small
momenta without NMR, which is distinctly different from
two-point functions in the instability regions as found in
renormalizable 1+1-dimensional models [33, 69]. As vis-
ible in the right plot of Fig. 6, the SC scheme leads to
a constant two-point function in an interval of small q,
while within the PV scheme one finds a positive curva-
ture of the two-point function at q = 0. However, both
schemes exhibit a minimum of the two-point function for
large momenta. We interpret this as artifacts stemming
from the RSs. These artifacts are removed when using
the NMR. The two-point functions then exhibit a quali-
tatively similar behavior for both schemes consistent with
expectations from renormalizable 1+1-dimensional mod-
els.

Fig. 7 depicts the effect of NMR on the IP in the
(M0, µ)-plane at T = 0 for the PV and the SC scheme.
The IP is unaffected for the PV scheme in the depicted re-
gion due to the mentioned silver-blaze like behavior and,
thus, we only plotted the results without NMR. For the
SC scheme, one finds that the IP has a different shape
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and a significantly larger extent. Interestingly, there is
a region where the SC scheme without NMR exhibits
an instability region, while the SC scheme with NMR
does not. We recognize that the shape of the IP in the
SC scheme with NMR looks qualitatively similar to the
shape of the IP in the PV scheme without NMR besides a
global shift inM0. The residual differences are caused by
differences in the vacuum parts of the relevant quantities,
where NMR has no effect. Overall, our results suggest
that the NMR procedure effectively reduces RS artifacts
in the two-point functions, which leads to more consis-
tent IPs between the PV and the SC schemes. However,
even when using NMR, it is still unclear whether the
NJL model has any predictive power for values of µ of
the order or larger than the cutoff, where an IP can be
observed.

IV. REGULARIZATION SCHEME
(IN)DEPENDENCE OF THE MOAT REGIME

Following our analysis of the IP, we turn to the study
of the moat regime. We focus on the PV and the SC
schemes as these schemes give better insight into the an-
alytic structure of the central quantities to understand
this phenomenon. Both schemes exhibit significantly dif-

ferent results for the extent and shape of the IP in the
(µ,M0)-plane at zero temperature (see Section III) and
thus an agreement of their moat regimes is not guaran-
teed. Moreover, while the SLAC discretization experi-
ences a moat regime (see, e.g., right plot in Fig. 2), the
non-zero positive slope of the bosonic two-point function
at q = 0 causes our indicator Zσ to be undefined.8

In this section we exclusively study Zσ as an indicator
for the moat regime. This is sufficient as for all rele-
vant parameters within the PV and SC scheme, either
zσ ≤ zπi

≤ 0 or zσ, zπi
≥ 0 , i.e., in the presence of a

moat regime the wave-function renormalization of σ is
the stronger indicator and otherwise both are positive.9

A. The moat regime at zero temperature

In Fig. 8 we plot the moat regime as characterized by
Zσ < 0 in the (µ,M0)-plane at zero temperature. As in
Fig. 1, the upper and the lower plot show the same data
and differ only in the units used to express the chemical
potential (upper in units of MeV, lower in units of the
respective regulator value Λ). As for the IPs, the rel-
evant values of the chemical potential are of the order
of the regulator. For both the PV and the SC scheme,
a moat regime is found in the SP adjacent to the ho-
mogeneous first order phase transition (solid line) in a
large range for M0 (roughly 250MeV to 450MeV for the
PV scheme and 300MeV to 450MeV for the SC scheme).
For small values ofM0 the region of negative Zσ starts to
disconnect from the HBP. The shape of the moat regime
in the (µ,M0)-plane is rather similar in both cases de-
spite the large chemical potential (in units of the respec-
tive regulator). In contrast, the instability region bound-
aries (dashed lines in Fig. 8) representing the IP in both
schemes are of completely different shape. This suggests
that the moat regime might be a more robust feature of
the NJL phase diagram in the (µ,M0)-plane when vary-
ing the respective regulator value and changing the RS.
Only for values of M0, which are smaller than 200MeV,
i.e., values significantly below those suggested by QCD,
one does not obtain negative Zσ for moderate values of
µ ≈ 300MeV. For these small values ofM0, however, one
finds a moat regime at larger values of µ, disconnected
from the HBP, which is most likely a regulator artifact.10

8 The indicator Z is the curvature of the bosonic two-point func-
tion at q = 0 (see Eq. (10)), which is an even function in q. Thus,
a non-zero positive slope causes a diverging curvature at q = 0.

9 This can – in parts – be inferred from considering the respective
formulae Eqs. (D1) to (D6) and was also confirmed numerically.

10 This is similar to the disconnected inhomogeneous continent,
that was identified as a likely regularization artifact [88].
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B. The moat regime at finite temperature

The moat regime appears to be a fairly stable feature
of the phase diagram at zero temperature. In the fol-
lowing we explore, whether this is also the case for finite
temperature and map out the moat regime in the (T, µ)-
plane for the PV and the SC scheme. We present results
for M0 = 400MeV, but the relative differences within
the schemes, remain mild even for significant variations
ofM0. In Fig. 9, we plot the value of Zσ on the right side
alongside the value of the homogeneous minimumM = Σ̄
in a color map on the left side for both schemes. Again,
we obtain fair agreement for the moat regime within the
two schemes. Starting from the Zσ = 0 line (depicted by
the dotted line), the wave function renormalization starts
to decrease when increasing µ at fixed temperature. In
contrast, when one starts at a fixed (µ, T ) point within
the moat regime, Zσ grows with increasing T crossing the
Zσ = 0 line at a certain point. This qualitative behav-
ior is identical within both RSs and reminds of the moat
regime that is found in the (1+1)-dimensional GN model
[33]. In the SC scheme, the moat regime starts at a lower
temperature along the homogeneous phase boundary of
the HBP. This is caused by the splitting of the CP and

the LP in the SC scheme, as also obtained in the (µ,M0)
phase diagram at zero temperature and discussed in Sec-
tion IIIA. In the PV scheme, one finds Zσ ≤ 0 adjacent
to the CP in the phase diagram, as the CP coincides with
the LP in this scheme [23].
In Fig. 10, the respective moat regimes of the PV and

SC scheme are compared in a single plot of the (T, µ)-
plane. This demonstrates again the similarity of the
moat regime within the two schemes. Small differences
as shown in the plot are expected, since the NJL model is
an effective theory with a dependence on the regulariza-
tion. This dependence should, however, be mild to con-
sider the results a reasonably accurate phenomenological
description of certain aspects of the related fundamen-
tal theory, which is QCD. As the quantitative differences
concerning the moat regime within the explored schemes
are indeed small, the presented results might be a hint
that a moat regime of similar extent also exists in QCD.
In other words, the consistent results in both the (µ,M0)
and the (T, µ)-plane with respect to the regularization
suggest that the moat regime is a consequence of the ac-
tion of the NJL model and not an artifact associated with
the RS.
From Eq. (10), the definition of zϕ, and the integrals

appearing in the two-point function Γ(2), one can under-
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FIG. 10. Homogeneous phase boundaries and the moat
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schemes.

stand, why the moat regime is more robust than predi-
tions of an IP. zϕ is a quantity exclusively evaluated at
q = 0. Thus, one expects a smaller impact from the UV
regularization. In this sense, the evaluation of zϕ is sim-
ilar to the homogeneous phase boundary, which is also
located at values of the chemical potentials of the order
of the regulator, but not larger, and which also does not
exhibit a sizable RS dependence.

C. The wave-function renormalization at the
symmetric point

The robustness of the moat regime also stems from the
fact that zϕ is independent of the FF couplingG, but only
depends on the dimensionless ratios σ̄/Λ, T/Λ and µ/Λ,
as can be seen from appropriately rescaling Eq. (D1) and
Eq. (D5) with Λ. Zσ has to be evaluated at σ̄ = Σ̄, which
is given by the minimization of the effective potential and
thus introduces an implicit dependence on G, when it is
evaluated in the HBP. In the SP and IP (where the moat
regime is found, compare to Figs. 8 to 10) σ̄ = 0 and,
consequently, zσ(σ̄ = 0) = Zσ only depends on T/Λ and
µ/Λ. This is also the reason that the boundaries of the
moat regimes in Fig. 8 in the lower plot are independent
of M0, while the boundaries of the IPs in Fig. 1 in the
lower plot are a function of M0. We depict zσ(σ̄ = 0) in
Fig. 11 for the PV and the SC scheme in the (µ/Λ, T/Λ)-
plane. Again, we find a similar behavior of zσ within both
RSs in agreement with the previous discussion.

Of course, the region, where Σ̄ = 0 still depends on the
respective value of the regulator Λ and the coupling G
and, thus, on the selected parameters fπ andM0. Within
this region corresponding to the SP and IP, however, the
behavior of Zσ is universal when rescaling the tempera-
ture and chemical potential by the respectively used reg-
ulator Λ. This is also an explanation for the behavior
discussed in Section IVA, where the moat regime dis-
connects from the phase boundary to the HBP at small
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FIG. 11. The wave-function renormalization zσ at the sym-
metric point σ̄ = 0 in the (T, µ)-plane for the PV (top) and
the SC (bottom) regularization. The dotted line corresponds
to the line where zσ = 0.

values of M0 (see Fig. 8). Such small values of M0 corre-
spond to large values of Λ. This causes a large scaling of
Fig. 11, which effectively moves the moat regime to large
chemical potentials in units of MeV.

V. CONCLUSIONS

In this work, we studied the inhomogeneous phase
(IP), the moat regime and the corresponding phase dia-
gram in the 3+1-dimensional Nambu-Jona-Lasinio (NJL)
model with a particular focus on their regularization
scheme (RS) dependence. We also explored the depen-
dence on the value of the respective regulator, which
implicitly controls the vacuum constituent quark mass
M0. We fixed the pion decay constant at the physi-
cally motivated value fπ = 88MeV and compared sev-
eral common RSs at identical values of M0 in the range
200MeV ≲M0 ≲ 450MeV.
We found that the extent and shape of the IP in the

(µ,M0)-plane at T = 0 drastically differ within each of
the considered RSs. For example within the Hybridcos
scheme an IP does not even exist. Within the remaining

four RSs, there is not a single point in the (µ,M0)-plane,
where the RSs exhibit an IP simultaneously. These dis-
crepancies appear in regions where the chemical potential
is of the order of the regulator. In addition to that the
preferred bosonic momenta inside the IPs are typically of
the order of twice the respective regulator value. This fa-
cilitates strong regularization artifacts within all RSs as
there is no separation of scales of the regulator and phys-
ical quantities. Such a separation of scales is, however,
important and necessary for a non-renormalizable effec-
tive theory like the NJL model to exhibit a rather weak
regulator dependence. Our results confirm that predic-
tions are not stable and, consequently, not thrustworthy,
not even on a qualitative level, in particular considering
only results from a single RS. For large regulator val-
ues, where the required separation of scales is present,
an IP does not exist independent of the choice of the
RS. The correspondingM0 values are, however, too small
to even crudely approximate Quantum Chromodynamics
(QCD).
Furthermore, we explored the effect of no medium reg-

ularization (NMR) on the shape and extent of the IP. We
found for the spatial momentum cutoff (SC) scheme with
NMR (where NMR has a drastic effect) and the Pauli-
Villars (PV) scheme (where NMR has no effect) a qual-
itative agreement in the shape of the IP in the (µ,M0)-
plane at T = 0. While this might be a first step to-
wards a regulator independent result in this model, there
is still no obvious physical explanation why the applica-
tion of NMR should yield more thrustworthy predictions
for QCD than other regularization methods.11

Moreover, we investigated the moat regime within the
SC and PV schemes in the (µ, T )-plane for various val-
ues of M0. In constrast to the IP, there is fair agreement
regarding the extent of the moat regime within the two
schemes and it covers a large portion of the symmetric
phase (SP). This indicates that the existence of the moat
regime could be a rather robust feature of the phase dia-
gram of the NJL model, largely independent of the used
RS. Even though the chemical potential is again of the
order of the respective regulator, the moat regime has a
much weaker dependence than IPs as it is determined by
the wave function renormalization, which is calculated at
vanishing external bosonic momenta compared to the IP,
where the relevant momenta are of the order of 2Λ.
To summarize, we have presented numerical results

and theoretical arguments indicating that results on IPs
in the 3 + 1-dimensional NJL model are strongly RS de-
pendent and, thus, do not provide evidence for the exis-
tence or absence of an IP in QCD. On the other hand, the
stability of the moat regime in the 3+1-dimensional NJL

11 In the NJL model specifying the RS is part of the definition of
the model. Thus, one needs robust evidence that a certain RS
renders the NJL model a better effective theory for QCD in order
to promote results obtained with one RS over the ones with other
RSs.
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model with respect to variations of the RS and the value
of the regulator could indicate its existence in QCD. First
evidence from Ref. [16] applying the functional renormal-
ization group to QCD, which found a moat regime at
finite µ and T , supports this conclusion.

A. Outlook

The observed RS dependence of the IP could also
play an critical role in NJL model investigations of IPs
with non-vanishing magnetic fields [26–28],under rota-
tion [94, 95] or in nuclear matter models [96, 97]. Also
in these scenarios, it is important to carefully consider
and study different RSs and their influence on the phase
diagram. In order to make robust statements regarding
the IP using NJL-type models, one would need to figure
out which RS renders the NJL model the best description
of finite-density QCD. This, however, should be guided
by finite density QCD phenomenology, for which unfor-
tunately little evidence exists.

To solidify the finding that the moat regime is a ro-
bust feature of the NJL model, a first step would be
to study the moat regime with further RSs. Also more
elaborate model approaches such as, e.g., the Polyakov-
loop quark-meson model, are suitable to collect more
evidence for the existence of the moat regime in finite-

density QCD. If one concludes, that it is indeed a uni-
versal behavior of strongly-interacting matter, one could
rely on the mesonic dispersion relations found in the moat
regime for predictions of experimental signals such as in
Refs. [32, 98, 99].
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Appendix A: Parameter fitting

In this appendix, we discuss how the parameters G
and Λ in the NJL model (see the discussion in the last
paragraph of Section IIA and in Section IID) are fitted
to the constituent quark mass M0 and the pion decay
constant fπ in the vacuum. We use the gap equation
(9) to relate G to the ratio M0/Λ and the vacuum-to-
one-pion axial vector matrix element to express fπ/M0

as a function of M0/Λ, as proposed in Ref. [73]. These
two relations itself and, consequently, the solution for G
and Λ depends on the respective RS. In the following, we
present the relevant expressions for this computation for
each of the five used RSs.

1. Pauli-Villars

Computing the vacuum-to-one-pion axial vector ma-
trix element yields

f2π
M2

0

= − N̄

8π2

NPV∑
k=0

ck ln

(
M2

0,k

Λ2
PV

)
, (A1)

while the gap equation (9) gives

1

G
=

N̄

8π2

NPV∑
k=0

ckM
2
0,k ln

(
M2

0,k

Λ2
PV

)
, (A2)

where M2
0,k = M2

0 + αkΛ
2
PV. See below Eq. (1) for the

definition of N̄ .

2. Spatial Momentum Cutoff

For the spatial momentum cutoff, we find

f2π
M2

0

=
N̄

16π2

[
arsinh

(
ΛSC

|M0|

)
−
(
M2

0

Λ2
SC

+ 1

)− 1
2

]
, (A3)

and

1

G
=

N̄

4π2

[
ΛSC

√
M2

0 + Λ2
SC − arsinh

(
ΛSC

|M0|

)
M2

0

]
,

(A4)

respectively.

3. Lattice Regularization

The formulas for the lattice regularizations differ exclu-
sively in their expression for the energy E (see Eq. (A7)).
Therefore, we do not need to distinguish between the
SLAC and Hybrid discretization here. The quantities of
the parameter fitting are given by

f2π
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0

=
N̄

4π4
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dp1
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dp2
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(A5)

and
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G
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2N̄

π4
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dp1
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0

dp2
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0

dp3
1
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)
.

(A6)

The energies for the respective lattice regularization are

E =

√√√√ 3∑
i=1

P2
X(pi) + σ̄2 (A7)

where PSLAC is defined in Eq. (17) and

PHybrid(pµ) = δµ,0PSLAC(p0) + δµ,j sin(pja). (A8)
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Appendix B: Homogeneous effective potential

Here, we give the relevant expressions for the evaluation of the homogeneous effective potential (8) by specifying l0
for each of the five RSs used. The unregularized and therefore divergent expression is given by

l0 (σ̄, T, µ) =
1

2π2

∫ ∞

0

dp p2
[
E + 1

β ln
(
1 + e−β(E+µ)

)
+ 1

β ln
(
1 + e−β(E−µ)

)]
(B1)

with E =
√
p2 + σ̄2.

1. Pauli-Villars

For arbitrary σ̄, T, µ, one finds
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where we used partial integration and defined the Fermi-Dirac distribution functions

n (x) =
1

1 + eβ(x−µ)
, n̄ (x) =

1

1 + eβ(x+µ)
. (B3)

For µ = T = 0, we find

l0 (σ̄, T = 0, µ = 0) =
1
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implying

l0 (σ̄ = 0, T = 0, µ = 0) =
Λ4
PV

32π2
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ckα
2
k ln (αk) . (B5)

using that Mk = αk for σ̄ = 0. Moreover, we find
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and
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where

µ̄k =
√
µ2 −M2

k . (B8)
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2. Spatial Momentum Cutoff

For the SC scheme, one obtains

l0 (σ̄, T, µ) =
1

2π2
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For µ = T = 0, one finds the closed form expression
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which reduces to
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for σ̄ = 0.
Moreover, one finds
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)
+ 2

3 |µ| µ̄
3 if 0 < µ̄2 < Λ2

SC,

|µ|Λ3
SC

3 if µ̄2 > Λ2
SC

, (B12)

where

µ̄ =
√
µ2 − σ̄2, (B13)

and

l0 (σ̄ = 0, T = 0, µ) =
Λ4
SC

8π2
−

Θ
(
µ2
)

16π2

∫ P=min(ΛSC,|µ|)

0

dp p2 (p− |µ|) =

=
1

8π2

{
Λ4
SC −Θ

(
µ2
) [
P 4 − 4

3
|µ|P 3

]}
=

=
1

8π2


Λ4
SC if µ = 0,

Λ4
SC + 1

3µ
4 0 < µ2 ≤ Λ2

SC,
4
3 |µ|Λ

3
SC µ2 > Λ2

SC

. (B14)

3. Lattice Regularization

The formulas for the lattice regularizations differ exclusively in their expression for the energy E (see Eq. (A7)).
Therefore, we do not need to distinguish between the SLAC and Hybrid discretization here. The resulting expression
in the zero temperature limit is

l0 (σ̄, T = 0, µ) =
8

(2π)4

∫ ΛLFT

0

dp1

∫ ΛLFT

0

dp2

∫ ΛLFT

0

dp3

[
− 4ΛLFT − 2 |µ| arctan2

(
2 |µ|ΛLFT, E

2 − µ2 + Λ2
LFT

)
+
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+ 2E arctan2
(
2EΛLFT, E

2 − µ2 − Λ2
LFT

)
+ ΛLFT ln

(
4µ2Λ2

LFT +
(
E2 − µ2 + Λ2

LFT

)2)
+

−Θ(µ2 − E2)2π(E − |µ|)
]
, (B15)

where

arctan2(y, x) =



arctan
(
y
x

)
if x > 0,

arctan
(
y
x

)
+ π if x < 0 and y ≥ 0,

arctan
(
y
x

)
− π if x < 0 and y < 0,

+π
2 if x = 0 and y > 0,

−π
2 if x = 0 and y < 0,

undefined if x = 0 and y = 0.

. (B16)

Appendix C: Stability analysis

For the SC and PV scheme, the bosonic two-point function is split up into the q-independent part l1 and a q-
dependent part L2. For the two-point function of bosonic field ϕi = (σ,πππ)i, one finds

Γ
(2)
ϕi

(q, σ̄, µ, T ) =
1

2G
− N̄ l1(σ̄, µ, T ) + N̄L2,ϕi

(q, σ̄, µ, T ) (C1)

with

l1 =

∫
d3p
(2π)3

1
β

∞∑
n=−∞

1

(νn − ıµ)
2
+ E2

=

∫
d3p
(2π)3

1− n (E)− n̄ (E)

E
(C2)

and

L2,ϕi
(q, σ̄, µ, T ) =

∫
d3p
(2π)3

1
β

∞∑
n=−∞

p · q+ q2 + 2δi,0σ̄
2[

(νn − ıµ)
2
+ E2

p

] [
(νn − ıµ)

2
+ E2

p+q

] = (C3)

=

∫
d3p
(2π)3

p · q+ q2 + 2δi,0σ̄
2

q2 + 2p · q
×
[
1− n (E)− n̄ (E)

E
− 1− n (Ep+q)− n̄ (Ep+q)

Ep+q

]
.

1. Pauli-Villars

a. The momentum independent integral l1

In the PV scheme, we have

l1(σ̄, µ, T ) =
1

4π2

NPV∑
k=0

ck

{
M2

k ln

(
M2

k

Λ2
PV

)
−
∫ ∞

0

dp p2
n (Ek) + n̄ (Ek)

2Ek

}
. (C4)

The vacuum contribution reads

l1(σ̄, µ = 0, T = 0) =
1

4π2

NPV∑
k=0

ckM
2
k ln

(
M2

k

Λ2
PV

)
, (C5)

where taking σ̄ → 0 yields

l1(σ̄ = 0, µ = 0, T = 0) =
Λ2
PV

4π2

NPV∑
k=1

ckαk ln (αk) . (C6)

At zero temperature, we find

l1(σ̄, µ, T = 0) =
1

4π2

NPV∑
k=0

ck

{
M2

k ln

(
M2

k

Λ2
PV

)
−

Θ
(
µ̄2
k

)
2

[
|µ| µ̄k −M2

k arsinh

(
µ̄k

|Mk|

)]}
(C7)
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and for σ̄ = 0

l1(σ̄ = 0, µ, T = 0) =
1

4π2

{
NPV∑
k=1

ckαk ln (αk)−Θ
(
µ2
) µ2

2
−

NPV∑
k=1

ck
Θ
(
µ̄2
k

)
2

[
|µ| µ̄k −M2

k arsinh

(
µ̄k

|Mk|

)]}
. (C8)

b. The Momentum Dependent Integral L2

We perform a shift in the momentum integral of L2,ϕi and obtain

L2,ϕi (q, σ̄, µ, T ) =
(
q2 + δi,14σ̄

2
) ∫

d3p
(2π)3

1

2p · q− q2
1− n (E)− n̄ (E)

2E
≡
(
q2 + δi,14σ̄

2
)
l2 (q, σ̄, µ, T ) , (C9)

where only l2 will be regulated using the PV scheme to be consistent with existing literature [24, 66]. We, thus, obtain

L2,ϕi (q, σ̄, µ, T ) = −
(
q2 + δi,04σ̄

2
)

(4π)2

NPV∑
k=0

ck

{[
1

2
ln

(
M2

k

Λ2
PV

)
+

√
1 +

4M2
k

q2
arcoth

√1 +
4M2

k

q2

]+
−
∫ ∞

0

dp
p

q

n (Ek) + n̄ (Ek)

Ek
ln

∣∣∣∣2p− q

2p+ q

∣∣∣∣
}

(C10)

and taking the zero temperature limit yields

L2,ϕi
(q, σ̄, µ, T = 0) =

= −
(
q2 + δi,04σ̄

2
)

(4π)2

NPV∑
k=0

ck

{[
1

2
ln

(
M2

k

Λ2
PV

)
+

√
1 +

4M2
k

q2
arcoth

√1 +
4M2

k

q2

]+
−Θ

(
µ̄2
k

) [
− artanh

(
µ̄k

|µ|

)
+

1

2

√
1 +

4M2
k

q2
ln

∣∣∣∣ q|µ|+µ̄k

√
q2+4M2

k

q|µ|−µ̄k

√
q2+4M2

k

∣∣∣∣− |µ|
q

ln

∣∣∣∣2µ̄k + q

2µ̄k − q

∣∣∣∣
]}

.

(C11)

In the SP, one finds

L2,ϕi
(q, σ̄ = 0, µ, T = 0) =

= − q2

(4π)2

{
ln

∣∣∣∣ q

ΛPV

∣∣∣∣+ NPV∑
k=1

[
1

2
ln

(
M2

k

Λ2
PV

)
+

√
1 +

4M2
k

q2
arcoth

√1 +
4M2

k

q2

]+
− 1

2q

[
(2 |µ|+ q) ln

∣∣∣∣2 |µ|+ q

ΛPV

∣∣∣∣+ (2 |µ| − q) ln

∣∣∣∣2 |µ| − q

ΛPV

∣∣∣∣]+
−

NPV∑
k=1

Θ
(
µ̄2
k

) [
− artanh

(
µ̄k

|µ|

)
+

1

2

√
1 +

4M2
k

q2
ln

∣∣∣∣ |qµ|+µ̄k

√
q2+4M2

k

|qµ|−µ̄k

√
q2+4M2

k

∣∣∣∣− |µ|
q

ln

∣∣∣∣2µ̄k + q

2µ̄k − q

∣∣∣∣
]}

.

(C12)

In the limit of vanishing external momentum q, one obtains

L2,ϕi
(q = 0, σ̄, µ, T ) = − δi,04σ̄

2

(4π)2

NPV∑
k=0

ck

{
1

2
ln

(
M2

k

Λ2
PV

)
−
∫ ∞

0

dp
n (Ek) + n̄ (Ek)

Ek

}
(C13)

and in the zero temperature limit one has

L2,ϕi (q = 0, σ̄, µ, T = 0) = − δi,04σ̄
2

(4π)2

NPV∑
k=0

ck

{
1

2
ln

(
M2

k

Λ2
PV

)
−Θ

(
µ̄2
k

)
arsinh

(
µ̄k

|σ̄|

)}
(C14)

in consistency with the zero q limit of Eq. (C11). Taking q = σ̄ = 0, one obtains from Eq. (C9)

L2,ϕi
(q = 0, σ̄ = 0, µ, T ) = 0. (C15)
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2. Spatial Momentum Cutoff

a. The Momentum Independent Integral l1

For the SC scheme, one finds

l1(σ̄, µ, T ) =
1

8π2

{
ΛSC

√
σ̄2 + Λ2

SC − arsinh
(

ΛSC

|σ̄|

)
σ̄2 −

∫ ΛSC

0

dp p2
n (E) + n̄ (E)

E

}
, (C16)

which contains the vacuum contribution

l1(σ̄, µ = 0, T = 0) =
1

8π2

{
ΛSC

√
σ̄2 + Λ2

SC − arsinh
(

ΛSC

|σ̄|

)
σ̄2

}
. (C17)

For σ̄ = T = µ = 0 one has

l1(σ̄ = 0, µ = 0, T = 0) =
Λ2
SC

8π2
. (C18)

At zero temperature, one can give a closed form expression

l1(σ̄, µ, T = 0) =
1

8π2

{
ΛSC

√
σ̄2 + Λ2

SC − arsinh
(

ΛSC

|σ̄|

)
σ̄2 −

∫ ΛSC

0

dp
p2

E
Θ
(
µ2 − E2

)}
=

= 1
8π2

{
ΛSC

√
σ̄2 + Λ2

SC − arsinh
(

ΛSC

|σ̄|

)
σ̄2+

−Θ
(
µ̄2
) [
P
√
σ̄2 + P 2 − arsinh

(
P
|σ̄|

)
σ̄2
]P=min(ΛSC,µ̄)

}
=

=
1

8π2


ΛSC

√
σ̄2 + Λ2

SC − arsinh
(

ΛSC

|σ̄|

)
σ̄2 if µ̄2 = 0,

ΛSC

√
σ̄2 + Λ2

SC − arsinh
(

ΛSC

|σ̄|

)
σ̄2 − µ̄|µ|+ arsinh

(
µ̄
|σ̄|

)
σ̄2 if 0 < µ̄2 < Λ2

SC,

0 if µ̄2 > Λ2
SC

(C19)

and in the limit of vanishing σ̄

l1(σ̄ = 0, µ, T = 0) = 1
8π2

{
Λ2
SC −Θ

(
µ2
) [
P 2
]P=min(ΛSC,|µ|)

}
= (C20)

=
1

8π2


Λ2
SC if µ2 = 0,

Λ2
SC − µ2 if 0 < µ2 < Λ2

SC,

0 if µ2 > Λ2
SC.

(C21)

b. The Momentum Dependent Integral l2

The evaluation of L2 differs from the PV scheme significantly, because shifts in the momentum integral would shift
the integration bound ΛSC. One finds

L2,ϕi (q, σ̄, µ, T = 0) =
1

(2π)2

∫ ΛSC

0

dp p2
∫ π

0

dθ sin θ
pq cos θ + q2 + 2δi,0σ̄

2

2pq cos θ + q2
×

×

[
1− n (E)− n̄ (E)

2E
− 1− n (Ep+q)− n̄ (Ep+q)

2Ep+q

]
=
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=
1

8π2

∫ ΛSC

0

dp p

{
Θ(E2 − µ2)

E

[
q2 + δi,04σ̄

2

4q
ln

(∣∣∣∣q + 2p

q − 2p

∣∣∣∣)+ p

]
+

+Θ
(
E2

p+q − µ2
) [−1

2q

{
(Ep+q − µ) if µ2 ≥ E2

p−q,

(Ep+q − Ep−q) otherwise .

}
+

+
q2 + δi,04σ̄

2

4qE

ln
∣∣∣ µ2−E2

2pq+q2
(Ep+q+E)2

(|µ|+E)2

∣∣∣ if µ2 ≥ E2
p−q,

ln
∣∣∣ 2p−q
2p+q

(Ep+q+E)2

(Ep−q+E)2

∣∣∣ otherwise .

]}
.

(C22)

At zero temperature, this yields

L2,ϕi
(q, σ̄, µ, T = 0) =

= 1
8π2

[ (
q2 + δi,04σ̄

2
)(E

4q
ln
∣∣∣ 2p+q
2p−q

∣∣∣+ 1
8 ln

∣∣∣ p+E
p−E

∣∣∣− √
4σ̄2+q2

8q ln

∣∣∣∣ qE+p
√

4σ̄2+q2

qE−p
√

4σ̄2+q2

∣∣∣∣)+

− 1
2

(
pE − σ̄2 ln |σ̄p+ σ̄E|

) ]p=ΛSC

p=PL,0

+

+ 1
8π2

[
1

2q


−

qσ̄2 arsinh( p+q
|σ̄| )+q(p+q)Ep+q

2 − µp2

2 +
E3

p+q

3 if µ2 ≥ E2
p−q,

− qσ̄2

2

[
arsinh

(
p+q
|σ̄|

)
+ arsinh

(
p−q
|σ̄|

)]
+

+ 2p2−q2+2σ̄2

6 (Ep+q − Ep−q) +
qp
6 (Ep+q + Ep−q) otherwise

+

+
q2 + δi,04σ̄

2

4
×

×

0 if µ2 ≥ E2
p−q,

artanh
(
p
E

)
+ E

q ln
∣∣∣ 2p−q
2p+q

∣∣∣+ √
q2+4σ̄2

2q ln

∣∣∣∣ qE+
√

q2+4σ̄2p

qE−
√

q2+4σ̄2p

∣∣∣∣ otherwise


]p=ΛSC

p=PL,q

+

+ 1
8π2

∫ ΛSC

PL,q

dp p
q2 + δi,04σ̄

2

E4q

ln
∣∣∣ µ2−E2

2pq+q2
(Ep+q+E)2

(|µ|+E)2

∣∣∣ if µ2 ≥ E2
p−q,

ln
(

(Ep+q+E)2

(Ep−q+E)2

)
, otherwise



, (C23)

and for σ̄ = 0

L2,ϕi
(q, σ̄ = 0, µ, T = 0) = (C24)

=
1

8π2

[
q

8
f(2p, q) + 4p2

]p=ΛSC

p=|µ|

+

− 1

16π2q




2
3p

3 if p ≤ q − |µ|
p3

3 + p2

2 (|µ|+ q)− (|µ|−q)2(5|µ|+q)
6 if q − |µ| < p < q + |µ|

p2q + 3µ2q − q3

3 if p ≥ q + |µ|



p=ΛSC

p=max(0,µ−q)

+
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+ q
32π2





1
2 [f(2p, q)− 4p (ln q + 1)] if p ≤ q − |µ|,

q ln |2p+q|
2 − f(p, |µ|) + p

(
ln
(

2p+q
q

)
− 1
)
+

+ 1
2 [f(2(q − |µ|), q)− 4(q − |µ|) (ln q + 1)]+

− q ln |3q−|µ||
2 + f(q − |µ|, |µ|)− (q − |µ|)

(
ln
(

3q−|µ|
q

)
− 1
)

if q − |µ| < p < q + |µ|,

f(2p,q)
2 − f(2(q+|µ|),q)

2

+ 1
2 [f(2(q − |µ|), q)− 4(q − |µ|) (ln q + 1)]+

+ q ln |3q+|µ||
2 − f(q + |µ|, µ) + (q + |µ|)

(
ln
(

3q+|µ|
q

)
− 1
)
+

− q ln |3q−|µ||
2 + f(q − |µ|, |µ|)− (q − |µ|)

(
ln
(

3q−|µ|
q

)
− 1
)

if p ≥ q + |µ|



p=ΛSC

p=max(0,µ−q)

,

where we defined

f(x, y) = (x+ y) ln|x+ y| − (x− y) ln|x− y|. (C25)

3. Lattice Regularization

For the lattice regulations, one cannot split up Γ(2) according to Eq. (C1). Instead, one needs to evaluate

ℓ3,ϕi
(p, q, σ̄, µ) =

∫ ΛLFT

−ΛLFT

dp0

2π tr [ciSX (p+ (0,q)) ciSX (p)] = (C26)

=
N̄∑3

i=1

(
P2
X (pi)− P2

X (pi + qi)
)×

×

[
E2 −

∑3
i=1 PX (pi + qi)PX (pi) + σ̄2

E

[
arctan

(
ΛLFT

E−|µ|

)
+ arctan

(
ΛLFT

E+|µ|

)]
+

−
E2

p+q −
∑3

i=1 PX (pi + qi)PX (pi) + σ̄2

Ep+q

[
arctan

(
ΛLFT

Ep+q−|µ|

)
+ arctan

(
ΛLFT

Ep+q+|µ|

)]]
,

with the lattice dispersion relations PSLAC and PHybrid given in Eq. (17) and Eq. (A8), respectively, and c⃗ = (1, iγ5τ3).
The energy E is defined as in Eq. (A7) and

Ep+q =

√√√√ 3∑
i=1

P2
X(pi + qi) + σ̄2. (C27)

The contribution of ℓ3,ϕi
to Γ

(2)
ϕi

depends on the chosen lattice discretization and is given below.

a. SLAC Fermions

For the SLAC discretization, the bosonic two-point function is then given by

Γ
(2)
ϕi

(q, σ̄, µ, T = 0) =
1

2G
− 1

2π

∫ ΛLFT

−ΛLFT

dp1

2π

∫ ΛLFT

−ΛLFT

dp2

2π

∫ ΛLFT

−ΛLFT

dp3

2π ℓ3,ϕi

(
p, q, σ̄2, µ

)
. (C28)
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b. Hybrid Fermions

For the Hybrid discretization, the bosonic two-point function is then given by

Γ
(2)
ϕi

(q, σ̄, µ, T = 0) =
1

2G
− W̃X (q) W̃X (−q)

1

2π

∫ ΛLFT

−ΛLFT

dp1

2π

∫ ΛLFT

−ΛLFT

dp2

2π

∫ ΛLFT

−ΛLFT

dp3

2π ℓ3,ϕi

(
p, q, σ̄2, µ

)
(C29)

with the weighting function W̃ as introduced in Section IIC 3 b.

Appendix D: Formulas for the Wave-Function Renormalization

According to Eq. (10), we perform a double derivative of Γ
(2)
ϕi

with respect to q and take the limit q → 0 in order
to obtain zϕi

.

1. Pauli-Villars

For the PV scheme, this amounts to

zϕi (σ̄, µ, T ) =

=
N̄

16π2

NPV∑
k=0

ck

{
− 1

3

δi,0σ̄
2

M2
k

− 1

2
ln

(
M2

k

Λ2
PV

)
−
∫ ∞

0

dp
n (Ek) + n̄ (Ek)

Ek
+

− σ̄2

3

∫ ∞

0

dp
1

E3
k

[
−n (Ek)− n̄ (Ek) +

Ek

T

[
n2(Ek) + n̄2(Ek)− n (Ek)− n̄ (Ek)

]]} (D1)

and at zero temperature, this gives

zϕi
(σ̄, µ, T = 0) =

=
N̄

16π2

NPV∑
k=0

ck

{
− 1

3

δi,0σ̄
2

M2
k

− 1

2
ln

(
M2

k

Λ2
PV

)
+

−
∫ ∞

0

dp
Θ
(
µ2 − E2

k

)
Ek

− σ̄2

3

∫ ∞

0

dp
1

E3
k

[
Θ
(
µ2 − E2

k

)
+
Ek

|µ|
δ
(

Ek

µ − 1
) ]}

=

=
N̄

16π2

NPV∑
k=0

ck

{
− 1

3

δi,0σ̄
2

M2
k

− 1

2
ln

(
M2

k

Λ2
PV

)
−

Θ
(
µ̄2
k

)
3

[
3 arsinh

(
µ̄k

Mk

)
+

σ̄2

M2
k

∣∣∣∣ µ̄k

µ

∣∣∣∣+ σ̄2

µµ̄k

]}
. (D2)

Evaluating Eq. (D1) for σ̄ = 0 gives

zϕi
(σ̄ = 0, µ, T ) =

=
N̄

16π2

{∫ ∞

0

dp
1

p

[
1− n (p)− n̄ (p) + p

T

(
n2(p) + n̄2(p)− n (p)− n̄ (p)

) ]
+

+

NPV∑
k=1

ck

∫ ∞

0

dp
p2

E3
k

[
1− n (Ek)− n̄ (Ek) +

Ek

T

(
n2(Ek) + n̄2(Ek)− n (Ek)− n̄ (Ek)

) ]} (D3)

and for σ̄ = T = 0

zϕi (σ̄ = 0, µ ̸= 0, T = 0) =

=
N̄

16π2

{
1
2 ln(4)−

1

3
− δi,0

3
− 1

2
ln

(
µ2

Λ2
PV

)
+

+

NPV∑
k=1

ck

[
−1

3

δi,0σ̄
2

M2
k

− 1

2
ln

(
M2

k

Λ2
PV

)
−

Θ
(
µ̄2
k

)
3

[
3 arsinh

(
µ̄k

Mk

)
+

σ̄2

M2
k

∣∣∣∣ µ̄k

µ

∣∣∣∣+ σ̄2

µµ̄k

]]}
.
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2. Spatial Momentum Cutoff

In the SC scheme, one finds

zϕi
(σ̄, µ, T ) = (D5)

=
N̄

16π2

{
2

∫ ΛSC

0

dp p2
1

E3

[
1− n (E)− n̄ (E) + E

T

(
n2(E) + n̄2(E)− n (E)− n̄ (E)

) ]
+

− 3

∫ ΛSC

0

dp
δi,0 σ̄

2p2 + p4

3

E5

[
1− n (E)− n̄ (E) + E

T

[
n2(E) + n̄2(E)− n (E)− n̄ (E)

]
+

− E2

3T 2

[
2n3(E) + 2n̄3(E)− 3n2(E)− 3n̄2(E) + n (E) + n̄ (E)

] ]
+

+
δi,0
3

∫ ΛSC

0

dp 5σ̄2p4

E7

[
1− n (E)− n̄ (E) + E

T

[
n2(E) + n̄2(E)− n (E)− n̄ (E)

]
+

− 2E2

15T 2

[
2n3(E) + 2n̄3(E)− 3n2(E)− 3n̄2(E) + n (E) + n̄ (E)

]
+

+ E3

15T 3

[
6n4(E) + 6n̄4(E)− 12n3(E)− 12n̄3(E) + 7n2(E) + 7n̄2(E)− n (E)− n̄ (E)

] ]}
.

Note that the higher orders of distribution functions compared to the PV results stems from the fact that partial
integration was not performed because the boundary terms would be non-vanishing. For σ̄ = 0 one finds

zϕi
(σ̄ = 0, µ, T ) =

=
N̄

16π2

{∫ ΛSC

0

dp
1

p

[
1− n (p)− n̄ (p) + + p

T

[
n2(p) + n̄2(p)− n (p)− n̄ (p)

] ]
+

+

∫ ΛSC

0

dp p
3T 2

[
2n3(p) + 2n̄3(p)− 3n2(p)− 3n̄2(p) + n (p) + n̄ (p)

]}
. (D6)


	Abstract
	 Regularization effects in the Nambu-Jona-Lasinio model: Strong scheme dependence of inhomogeneous phases and persistence of the moat regime 
	I Introduction
	II The Nambu-Jona-Lasinio model in 3+1 dimensions
	A Homogeneous effective potential
	B Stability analysis
	 Moat regime

	C Regularization schemes 
	1 Pauli-Villars
	2 Spatial momentum cutoff
	3 Lattice regularizations
	4 No medium regularization

	D Parameter tuning

	III Regularization scheme dependence of the inhomogeneous phase at zero temperature
	A General phase structure
	B Two-point functions
	C Characteristic momentum
	1 Dominating versus characteristic momentum within the SLAC discretization

	D No medium regularization

	IV Regularization scheme (in)dependence of the moat regime
	A The moat regime at zero temperature
	B The moat regime at finite temperature
	C The wave-function renormalization at the symmetric point

	V Conclusions
	A Outlook

	 Acknowledgments
	 References
	A Parameter fitting
	1 Pauli-Villars
	2 Spatial Momentum Cutoff
	3 Lattice Regularization

	B Homogeneous effective potential
	1 Pauli-Villars
	2 Spatial Momentum Cutoff
	3 Lattice Regularization

	C Stability analysis
	1 Pauli-Villars
	a The momentum independent integral 
	b The Momentum Dependent Integral 

	2 Spatial Momentum Cutoff
	a The Momentum Independent Integral 
	b The Momentum Dependent Integral 

	3 Lattice Regularization
	a SLAC Fermions
	b Hybrid Fermions


	D Formulas for the Wave-Function Renormalization
	1 Pauli-Villars
	2 Spatial Momentum Cutoff



